Decay times of transitionally dense specularly reflecting meteor trails and potential chemical impact on trail lifetimes
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Abstract. Studies of transitionally dense meteor trails using radars which employ specularly reflecting interferometric techniques are used to show that measurable high-temperature chemistry exists at timescales of a few tenths of a second after the formation of these trails. This is a process which is distinct from the ambient-temperature chemistry that is already known to exist at timescales of tens of seconds and longer in long-lived trails. As a consequence, these transitionally dense trails have smaller lifetimes than might be expected if diffusion were the only mechanism for reducing the mean trail electron density. The process has been studied with four SKiYMET radars at latitudes varying from 10 to 75° N, over a period of more than 10 years, 24 h per day. In this paper we present the best parameters to use to represent this behaviour and demonstrate the characteristics of the temporal and latitudinal variability in these parameters. The seasonal, day–night and latitudinal variations correlate reasonably closely with the corresponding variations of ozone in the upper mesosphere. Possible reasons for these effects are discussed, but further investigations of any causative relation are still the subject of ongoing studies.
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1 Introduction

Radar studies of meteor trails provide valuable information both about the meteors that cause them and the environment in which they ablate. Techniques vary, from studies of specularly scattering trails to head-echo studies and forward-scatter procedures. The most common instruments currently in use are probably backscatter meteor radars, modelled largely on the SKiYMET design (Hocking et al., 2001). These radars are mainly used in conjunction with underdense meteors, and they have been used extensively to study winds and temperatures in the mesopause region.

Initial studies of these underdense trails concentrated on ambipolar diffusion as the main mechanism by which the trails were dissipated, and consequently it was possible to use the relevant theory to determine ambipolar diffusion coefficients and hence temperatures around the mesopause region (Hocking, 1999a, and references therein). However, further research showed that chemistry may also play a role in this trail destruction, particularly at altitudes below 83–84 km (e.g. Lee et al., 2013, and references therein, although the very high attachment rate of electrons to aerosols used in that paper is open to discussion).

However, these same radars can also be used to study another class of meteor trail. In radar work, the trail density partly determines the nature of the scattering process. The trail density is often defined in terms of its so-called “line density”, which is the total number of electrons in the trail (irrespective of distance from the centre line) per unit length of trail. If the line density is less than typically $10^{14}$ electrons m$^{-1}$, VHF and lower-frequency radio waves can generally penetrate the plasma of the trail. As the trail expands laterally, thereby diminishing its mean electron density, radio-wave penetration becomes even easier. On the other hand, if the line density exceeds typically $10^{16}$ electrons m$^{-1}$, the plasma density is initially too high for VHF and lower frequency radio waves to penetrate, and
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radio waves which impinge on the “edge” of the trail closest to the radar reflect from the trail as if striking a mirror. However, in time the trail expands and the mean electron density is reduced, eventually allowing penetration of the radio waves.

These latter class of meteor trails, termed “overdense”, represent a relatively small, but not negligible, percentage of meteors detected by backscatter meteor radars. For many applications they are ignored, but our purpose here is to focus on them. They have many features that distinguish them from underdense meteors, including different radar backscatter signatures and somewhat higher temperatures, and they may have associated shock fronts, as will be further discussed in the next section. An intermediate class of meteor trails exists which has some characteristics of overdense meteors and (at times) some of underdense ones. These are often referred to as “transitionally overdense” and are taken to have electron line densities between $2.4 \times 10^{14} \text{m}^{-1}$ and $10^{16} \text{m}^{-1}$. We will collectively refer to the overdense and transitonally overdense trails as “non-underdense”.

These non-underdense echoes may last many seconds if observed with the right radars. Normally they are most evident with forward-scatter radars and less easy to study with backscatter radars. The differences are described in Appendix A. The reason that overdense meteors are seen for longer periods of time with forward-scatter radars relates to radar geometry: as shown in Appendix A, the path lengths for radio-wave rays reflected from the “top” and “bottom” of the trail need to be less than a half-wavelength, and this is achievable at much larger trail widths when using forward-scatter geometry. In backscatter mode, trails disappear as soon as they become underdense and also exceed a diameter of about half a wavelength (more exact criteria are discussed in Appendix C).

Overdense meteors are often more frequently studied with forward-scatter radars (e.g. Cevolani et al., 1999; Cevolani and Pupillo, 2003). However, forward-scatter radars have very poor height resolution, again because of geometrical considerations.

These long-lived meteor trails seen with forward-scatter radars are known to be depleted by ozone chemistry in their final stages. This process takes place at temperatures close to the ambient temperature, the meteor trail having substantially cooled by this time. This so-called “thermalized” overdense meteor trail chemistry is relatively well understood (e.g. Baggageley, 1979; Plane, 2003). These processes involve meteoric ions and the atmospheric constituents O and O$_3$, and they have been well investigated as a result of a number of theoretical and laboratory kinetic investigations, in addition to radar and experimental studies of the meteor trail (Plane, 2003; Plane et al., 2015). More precisely, exothermic chemical reactions between ozone (as the controlling neutral mesospheric gas) and meteor metal ions, followed by dissociative recombination, play a primary role in removal of electrons (Reactions R1–R2 below) from the thermalized overdense meteor trains (Baggageley, 1979). These reactions are as follows:

\begin{align*}
\text{M}^+ + \text{O}_3 & \rightarrow \text{MO}^+ + \text{O}_2, \quad \text{(R1)} \\
\text{MO}^+ + \text{e} & \rightarrow \text{M} + \text{O}, \quad \text{(R2)} \\
\text{MO}^+ + \text{O} & \rightarrow \text{M}^+ + \text{O}_2, \quad \text{(R3)}
\end{align*}

where M$^+$ is a common meteoric ion (e.g. Fe$^+$, Mg$^+$). Comprehensive work investigating the Mg$^+$ reactions with O$_3$, O$_2$, CO$_2$, and N$_2$O was conducted by Whalley et al. (2011). The rate coefficient for the reaction Mg$^+$ + O$_3$ → MgO$^+$ + O$_2$ corresponds to the Langevin capture rate coefficient and is independent of temperature (Whalley et al., 2011). Reaction (R3), which was studied by Whalley and Plane (2010), competes with dissociative electron recombination (Reaction R2), but only in underdense trails where the ratio of the electron to O density is lower. The other major meteoric metal ion, Fe$^+$, undergoes similar reactions, and the dissociative recombination reaction has recently been studied for the first time (Bones et al., 2016). The rates of the analogous Si$^+$ reactions are also similar to those of Mg$^+$ (Plane et al., 2016). Na$^+$ is a less abundant meteoric metal ion with a different chemistry: it does not react with O$_3$ and instead clusters with N$_2$ in a pressure-dependent three-body reaction (Plane et al., 2015). However, Na$^+$ should comprise less than 10% of the meteoric ions in a relatively dense trail where ablation is likely to have been efficient (Vondrak et al., 2008).

Jones et al. (1990) and Jones and Simek (1995) introduced a technique to allow measurement of ozone densities using the theory introduced by Baggageley (1979) and others, employing forward-scatter lifetimes. Examples were shown by Cevolani et al. (1999) and Cevolani and Pupillo (2003), although, as discussed above, vertical resolution was quite poor.

However, in dealing with backscattered echoes with a specularly reflecting system, we never see meteor trails of the ages that can be measured with forward-scatter radars. Typically our longest-lived echoes are little more than a second or two, while the trail is still quite hot. Hence, any results that we observe with our trails must be considered quite different to the ones observed with forward-scatter radar. Nevertheless, our results will involve ozone, albeit in a different manner.

Since the paper will primarily concern non-underdense meteor trails, Sect. 2 gives an overview of some of the characteristics of transitional and fully overdense meteor trails, including temperatures, and discusses how they are distinct from underdense meteors. Section 3 discusses the different classes of meteor trails observed with a VHF SKiYMET radar. Following that, the locations and characteristics of the radars used in the study are presented in Sect. 4. Extensive description of the analysis then ensues in Sects. 5 and 6, including studies of seasonal and day–night variations. Section 7 discusses some chemistry and possible mechanisms.
for the observed results, including the likely central role of ozone. Conclusions are presented in Sect. 8.

2 Characteristics of strong and transitionally dense meteor trails

We will consider trails with half-lives (as seen by a specularly reflecting radar) of up to 2 s, as this is the cut-off scale generally used with SKiYMET radars. Tests using a similar radar, but without a restriction of the timescale, showed that longer-lived meteors were very rare (typically 1 out of 2000 detections), so the number of “missed” meteors should be very small. (Note that we use half-lives here, as is normal for meteor decay times: later, in discussing chemistry, we will consider e-folding times, which is more common in chemistry; the ratio of half-life to e-folding lifetime is ln2.)

As noted, meteors with trail line densities in excess of $10^{16}$ electrons m$^{-1}$ are defined as overdense, though the demarcation density of $10^{10}$ m$^{-1}$ is a little arbitrary. Meteor radars with a frequency below a few hundred megahertz will observe particular characteristics which identify the echoes as overdense. While underdense echoes generally show a broadly exponential decay in amplitude with time, usually lasting less than about 0.2 s, overdense echoes have a non-exponential decay of the trail echo strength, and often demonstrate an approximately flat backscattered signal strength for a few tenths of a second or more before rapid signal loss occurs. Their lifetimes are usually in excess of a few tenths of a second. Reasons are discussed in Appendix A, and later in Appendix C.

A second line-density scale often invoked in meteor trail studies is the “transitional” density, which is the density which is considered as an upper limit for underdense meteors. This corresponds to a line density of about $2.4 \times 10^{14}$ electrons m$^{-1}$ (McKinley, 1961; Poulter and Baggaley, 1977, 1978). Trails with line densities between $2.4 \times 10^{14}$ and $10^{16}$ electrons m$^{-1}$ are considered as transitional, as already discussed. Studies suggest that the overdense trails are produced by particles with diameters between approximately 4 and 20 mm, having visual magnitudes $0 \leq M_v \leq 4.4$ (the latter value corresponding to the visual magnitude boundary for a small fireball) (e.g. Sugar, 1964).

Such divisions between meteor-trail classifications are a little arbitrary and somewhat difficult to define: the elusive nature of overdense meteors and difficulties in constraining their masses and sizes as a function of their dependence on initial velocity are best illustrated by considering, for example, a meteor with $M_v = 0$. This visual magnitude and its corresponding electron line density will be caused by a body of 20 mm in diameter and at velocity of 15 km s$^{-1}$, while a body with a smaller diameter of 5 mm and a larger velocity of 60 km s$^{-1}$ will result in a similar magnitude (Coplecha et al., 1998). Note that the matter may be further complicated with the inclusion of the effects of the meteoroid density and material properties; however, herein chondritic composition is generally assumed (e.g., Plane, 2012).

The differences in the trail characteristics of the different meteors also extend to temperature and hence rates of diffusion. It is instructive to follow the early development of a meteor trail. The reader may wish to follow Appendix B during this discussion, since it provides a simpler discussion of expected flow dynamics around a meteor head, and includes a relevant diagram. Some of the terms below are better understood through examination of Fig. B1, and discussions of the likelihood of the various features appearing are also discussed there.

In the first stage, meteors ablate as a result of high velocity collisions with atmospheric molecules (Opik, 1958; McKinley, 1961; McNeil et al., 1998; McNeil et al., 2002; Vondrak et al., 2008). An initial important development is the formation of a heated dense sphere of gas around the meteoroid, referred to as a vapour cloud (e.g. Popova et al., 2000). This in turn leads to subsequent trail (or train) formation and also may lead to shock fronts, as will be considered shortly. The ablated atoms are ionized and the meteor train is considered as a quasi-neutral plasma with approximately the same number of meteoric metal ions and electrons occupying the initial adiabatically formed volume of the meteor trail (McKinley, 1961). The radial distribution of electrons in the trail is assumed to be Gaussian. The density of ionized atoms and electrons in the meteor trail will depend on the ionization coefficient (Kaiser, 1953; Weryk and Brown, 2012, 2013), which varies with element (the coefficient for Na is much larger than for Fe or Mg, for example) and velocity (Vondrak et al., 2008). Backscatter meteor radar detects electrons from the specular meteor train (McKinley, 1961).

The typical kinetic energies of ablated meteor atoms are a direct function of the meteoroid velocity, and may exceed several hundred electron volts, while the initial kinetic energy of free electrons may approach 10 eV (Baggaley, 1980). This translational energy, through a series of initially inelastic and then elastic collisions, is converted to heating of the meteor trail and the surrounding atmosphere. The initial collisions in the flow field around and behind the meteor are both elastic and inelastic, depending primarily on the relative kinetic energy and the types of the colliding particles.

As illustrated in Fig. B1, the vapour cloud not only helps in defining the trail but can also lead to shock fronts. The type (and even existence or otherwise) of the meteor related shock fronts can be an important consideration in not only overdense but also strong underdense and transitional meteors. In large overdense meteor trails, both ballistic (in front of the meteor) and bow shocks (generally referred to as cylindrical shocks) will occur, depending on the Knudsen number. Examples are seen in Fig. B1, which gives an overview of the possible structures for a general meteor trail. However, for transitionally dense and underdense trails, while a vapour cloud and ballistic shock front will generally exist, bow shock waves may occur with varying degrees of strength,
from moderately strong to non-existent. For strongly overdense trails, we can think of the bow shock as a cylindrical discontinuity rapidly expanding radially away from the meteor axis, and conceptually we can visualize the cylindrical shock envelope extending a large distance behind the meteor and also expanding in a direction perpendicular to its axis. For transitionally dense trails the cylindrical shock will be present, but for smaller meteors in this class the front can be quite weak. The weaker underdense meteors have no bow shock at all.

The vapour cloud provides hydrodynamic shielding (with a size generally exceeding the particle size by typically 1 to 2 orders of magnitude (e.g. Boyd, 2000; Popova et al., 2000, 2001; Jenniskens et al., 2004) – Popova et al. (2000) used a value of approximately 20 for the ratio of vapour-cloud diameter to meteoroid diameter), which will be present in all underdense and transitional meteors below 114 km (Popova et al., 2000, 2001). It is indeed the vapour cloud and the associated hydrodynamic shielding that leads to the formation of an initial ballistic shock front and subsequently the formation of the bow shock front, at least below 95 or 90 km for transitional meteors, depending on the Knudsen number. These features are discussed further in Popova et al. (2000, 2001) and Campbell-Brown and Koschny (2004).

The mean free molecular path at 80 km altitude is about 0.6 cm, and that at 90 km is about 1.5 cm; therefore, since the size of the vapour cloud for a 0.5 cm meteoroid is typically 10 cm or more, this amounts to a diameter of 6–16 mean free paths (or more), or a Knudsen number of typically less than 0.1, which is sufficient to assume an approximately continuous fluid-like flow. In this context, the dense vapour cloud acts somewhat like a blunt solid body, as shown in Fig. B1. (Popova et al., 2000, discuss the fact that a thin layer of the vapour cloud may be drawn off into the surrounding flow, but the bulk of the vapour cloud remains intact – see Appendix B.) Hence, some of the character of the flow around the body can be extrapolated from simulations of fluid flow around high-speed solid bodies, as shown schematically in Fig. B1, although intensities and details of the fronts may vary between situations.

The important points here are that the bow (or cylindrical) shocks may exist but will be considerably weaker in transitionally dense meteors (and strong underdense meteors) than in true overdense meteors, an important point for later in our discussions (see, e.g., Bronshten, 1983; Zel’dovich and Raizer, 2002).

Shocks may have important effects, such as dissociation of the ambient atmospheric molecules which they pass by, but it also needs to be noted that they attenuate rapidly and are only significant within about two initial meteor trail radii of the trail (e.g. Plooster, 1970; ReVelle, 1974).

It is useful to also look in more detail at the flow-field and chemical consequences these fronts. The onset of hydrodynamic shielding (and a subsequent ballistic shock front – for extended discussions, see Bronshten, 1983; Zel’dovich and Raizer, 2002; Anderson, 2006), amplified by meteoric ablation, will greatly affect the consideration of the hypersonic flow in front of and around the hypersonic meteoroid and will be important in our considerations. The formation (or not) of a shock front, for example, will affect the subsequent chemico-physical behaviour of the trail. Since a ballistic shock will ionize and dissociate all atmospheric molecules swept behind it (e.g. Park and Menees, 1978; Menees and Park, 1976), and a bow shock (dependent on its strength) will dissociate many of the molecules (such as ozone) in the near vicinity of the trail (with the impact on air trapped between the trail and the slightly more distant front being of special note), the subsequent chemistry of the trail will be influenced. Additionally, the meteor radar signature may be affected due to possible effects of early electron removal. The strength and persistence of aerodynamic shielding is proportional in size to the cube of the meteoroid velocity (Opik, 1958; Bronshten, 1983; Jenniskens et al., 2000; Popova et al., 2000; Boyd, 2000; Campbell-Brown and Koschny, 2004) and will alter the flow regime considerations (Boyd, 2000; Popova et al., 2001) and Knudsen number (Josyula and Burt, 2011). As discussed, both overdense and transitionally dense trails may have a ballistic shockwave front, with the temperature of the shock region being as high as 10 000 K or higher (e.g. Boyd, 2000). The shock forms a paraboloid about the head and flows back as a conical (near cylindrical) section, with the angle of the cone from the trajectory being of the order of \(\tan^{-1}(c_s/v_m)\), \(c_s\) being the speed of sound and \(v_m\) being the meteor speed (this can be shown by simple geometric considerations). For a meteor travelling at 40 km \(s^{-1}\), this angle is \(\sim 0.5^\circ\). In other words, the angle of the front relative to the trail is quite small, usually well under 1°.

The cylindrical shock wave in typical overdense and some transitional meteors is sufficiently strong that it results in a near-instantaneous rise in temperature immediately behind the shock front, with the temperature rise being of the order of 6000 K. The subsequent exchange of translational, rotational, and vibrational energy between atmospheric and ablating meteor constituents trapped within the flow-field behind the meteor will bring the temperature in the region further back along the meteor wake down to about 4400 K (Jenniskens et al., 2004). In addition the cylindrical shock front surrounding the trail (and the associated high temperatures) can dissociate many molecules in the ambient air situated between the trail and the front as it radially propagates away from the meteor axis, and also as the meteor (and wake) move forward into the air ahead of the meteor. The trail may then diffuse into this region at a later time. The scavenging achieved by the shock front can thus impact the likelihood of various chemical reactions. Jenniskens et al. (2004), Jenniskens and Stenbaek-Nielsen (2004), and Jenniskens et al. (2000) have discussed evidence for these fronts and measured temperatures associated with the meteor (although no lateral resolution was available). The processes within the wake and immediate train of the meteor trail have been dis-
cussed further by Menees and Park (1976), Park and Menees (1978), and Berezhnoy and Borovička (2010).

Another point to note, which will be important, is the rate of cooling of the trail. This will affect the ambipolar diffusion rate, which will itself be time-varying. This point will be further considered in the next section.

Returning to the first stage of the overdense and transitional meteor trail evolution, we note that it encompasses the initial radiative energy loss phase of the meteor plasma, where a substantial translational velocity difference of more than 5 km s$^{-1}$ exists between the plasma in the radiating volume and the ambient air in the direction of the meteoroid’s axis (Jenniskens et al., 2004). In general, the ablated meteor vapour and plasma, initially moving at meteor velocities, will stop in a few hundred metres, where the stopping distance is a function of the meteoroid initial velocity. This stage of ablated meteor vapour and plasma dynamics is accompanied by adiabatic (explosive) meteor trail formation with some initial radius $r_0$ (Jones, 1995; Jones and Campbell-Brown, 2005); the process is discussed in Appendix B in the context of a “neck” of recompressed air behind the meteoroid. The explosive adiabatic formation of the initial trail with $r_0$ is accompanied by turbulence generated in the immediate meteor wake ($T < 10000$ K), driven by the local flow field velocity, temperature, and density gradients (Lees and Hromas, 1962). This process is completed within less than the first millisecond. Values of $r_0$ will be discussed subsequently. The initial radius, and the nature of the fronts produced, will be topics of significance later in this paper. It should be noted that some computer models of meteor trail formation do not form a neck (e.g. Boyd, 2000), and it is unclear whether this is a function of the size of the meteoroid or the nature of the model. Small meteors might not be expected to form a neck. However, the vapour cloud, and some form of ballistic shock, should be relatively ubiquitous.

3 Classes of trails observed

The purpose of this section is to determine the range of non-underdense meteors covered by the radars. This is largely discussed in Appendix C, but here we give a brief summary.

For an assumed cylindrical trail with Gaussian cross section, the line density relates to the peak volume density through the relation

$$N_\ell = \pi a^2 N_0,$$

where $a$ is the radius at which the volume density falls to 1/e of the peak volume density $N_0$. The plasma frequency of the trail at its peak electron density at time $t = 0$ is given by

$$f_p = e/(2\pi r_0)\sqrt{(N_\ell/\pi \varepsilon_0 m_e)},$$

where $e$ is the electronic charge, $r_0$ is the initial radius, $\varepsilon_0$ is the permittivity of free space and $m_e$ is the electron mass.

If the radar frequency is less than $f_p$, then the trail will be critically reflecting and will appear overdense.

Using values of $r_0$ from Baggaley and Fisher (1980), the plasma frequencies are shown in column 4 of Table C1 for different altitudes and line densities.

In Appendix C we then consider the expansion of the trail and calculate the 1/e radius $a$ at which the peak plasma frequency drops below 35 MHz. At this point the trail becomes underdense for a 35 MHz radar. If the trail is already underdense at $t = 0$, then the trail decays exponentially and reaches half of its initial amplitude when $a = 0.195 \lambda$. The trail can be considered to have all but disappeared once $a$ reaches $0.4 \lambda$. However, for cases where the initial peak value of $f_p$ exceeds the radio frequency, the radar signal is reflected from the edge of the trail, at the point where $f_p$ equals the radar frequency. This will happen regardless of the value of $a$ – even if $a$ is many times $\lambda$. The strength of the backscatter signal will be, to first order, invariant during this process, except for wobbles associated with distortions of the trail, perhaps due to local wind shears and background turbulence. However, as soon as the peak plasma frequency drops below the radar frequency, the trail becomes fully transparent and will instantly disappear from the view of the radar as long as $a \gtrsim 0.4 \lambda$. Hence, the lifetime of any initially non-underdense trail will be close to the time taken for the peak plasma frequency to drop below the radar frequency.

Typical values for the trail duration based on the above arguments are shown in column 8 of Table C1, assuming that diffusion takes place at the ambient rate. The classical formula for diffusion times is from Greenhow (1952) and is

$$\tau = r_e/(4\pi^2)N_\ell \lambda^2/D_\lambda,$$

where $r_e$ is the electron radius ($2.8 \times 10^{-15}$ m), and $N_\ell$ is the line density. For $N_\ell = 10^{16}$ m$^{-1}$ and $\lambda = 8$ m, this is

$$\tau = 45.4/D_\lambda.$$

Agreement between our calculations and this expression is good to about $10\%$ or better (Greenhow considered $r_0 \sim 0$). Lifetimes vary between fractions of a second and tens of seconds.

But a problem arises here. While it is common to take $D_\lambda$ as the ambient ambipolar diffusion rate, this is a serious error. For non-underdense meteors, the situation involves a hot trail of ions diffusing through a colder background plasma, dragging the electrons with the ions to maintain general charge neutrality. As shown in Appendix C, the proper diffusion coefficient to use is the geometric mean of the diffusion rates of the plasma and the ambient atmosphere. Column 9 gives more appropriate diffusion coefficients, based on assumed temperatures as discussed in the Appendix. Lifetimes are now of the order of tenths of a second to several seconds (column 10).

Lifetimes of more than 2 s will not be identified as meteors by the SKiYMET radar due to its selection criteria. Hence,
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Other transmitters of appropriate frequency. At the Socorro site, typically four false detections of radio transmitters occur in every 10 000 unambiguous meteor detections. At Costa Rica, where frequency allocation by government authorities is less well implemented, about four false meteors are detected for every 1000 true meteor detections. These figures will become relevant later in the text.

The limit of 2 s to the detectable lifetime also deserves a brief comment. Generally, our measured maximum recorded lifetimes are less than 1.5 s, i.e. less than this 2 s limit. However, as a further test, the software at the Resolute Bay site was modified to allow meteors of unlimited duration to be detected (at least up to about 10 s). The requirements for rapid turn-on, good amplitude, and phase correlation between receivers, as well as generally decreasing amplitude over time, were retained. During these tests, typically one to two additional, longer-lived meteors were detected during the course of a day (during which typically 2000 shorter-lived meteors were detected), indicating that the upper limits shown in the data below are not artefacts of the analysis but are true upper limits dictated by the properties of the trails in backscatter situations.

Other details about the radar design can be found in Hocking et al. (2001). For the purposes of this paper, it is only necessary to know that all meteors used in this study could be unambiguously located in angle and in height: angular accuracy varied from typically 0.5 to 1.5° (depending largely on zenith angle), and range accuracy was of the order of 2 km.

5 Data analysis methods

5.1 Primary tools

As our primary tool of analysis, we will use the complementary cumulative distribution of decay times $\tau$, in which we plot the number of meteors with a half-amplitude decay time greater than a value $\tau$ vs. the value of $\tau$ itself. An example is shown in Fig. 1. In this case, we illustrate examples for the site of Yellowknife, using accumulated data over 14 years (from 2002 to 2015) for selected summer and winter months, and for the height intervals 80 to 83 and 89 to 92 km. The 80 to 83 km data include meteors at 80.01 km height but not 80.00 km, up to and including 83.00 km. Likewise, the 89–92 km data include 92.00 km data but not 89.00 km. Plots are normalized to 100 000 detections, as explained in the caption.

Table 1. List of radar sites, geographical coordinates, operating frequencies, and years of available data.

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>Operating frequency (MHz)</th>
<th>Years covered (incl.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolute Bay, Nunavut, Canada</td>
<td>74.7° N, 94.9° W</td>
<td>51.50</td>
<td>1997–2015</td>
</tr>
<tr>
<td>Yellowknife, NWT, Canada</td>
<td>62.5° N, 114.5° W</td>
<td>35.65</td>
<td>2002–2015</td>
</tr>
<tr>
<td>Socorro, New Mexico, USA</td>
<td>34.1° N, 106.9° W</td>
<td>35.24</td>
<td>2002–2015</td>
</tr>
<tr>
<td>Santa Cruz, Costa Rica</td>
<td>10.3° N, 85.6° W</td>
<td>35.65</td>
<td>2005–2013</td>
</tr>
</tbody>
</table>
The data chosen in Fig. 1 have been selected for several reasons. First, the choice of months allows us to examine extremes due to temperature and pressure effects. Yellowknife is at a near-Arctic latitude, so it experiences extremes of temperature from about 160 K in summer to about 240 K in winter at 85–90 km altitude (e.g. Garcia and Solomon, 1983; Plane et al., 2015). In addition, summer and winter are times of low ozone density in the 80–90 km region (see, e.g., Thomas, 1990: also demonstrated later in this text; Fig. 5a).

Choosing these months allows us to somewhat reduce the impact of ozone chemistry on our plot, although of course the impact of other reactive compounds like NO and hydrated water clusters, dust, etc. cannot all be excluded.

The decay times for underdense meteorites are proportional to \( P/T^2 \), where \( P \) is pressure and \( T \) is temperature. The relation between the two parameters \( P \) and \( T \) is not trivial, as shown in Hocking (1999a), and indeed different empirical models give different seasonal variations. Nevertheless, the seasons of summer and winter represent extremes, so variations of the complementary cumulative distribution (CCD) between these months can be considered to be most affected by pressure and temperature variations. Yet examination of the upper curves in Fig. 1 (Yellowknife, 89–92 km) shows few distinguishable differences between the summer and winter data within the boxed area. The lower curves (Yellowknife, 80–83 km altitude) show quite noticeable differences between the summer and winter data within the boxed region, with the winter data shifted to the right. However, significantly, the summer and winter datasets show the same slopes in the left-hand half of the boxed region, a point that will become important later.

To the right of the boxed area, in the extreme tail, there are noticeable differences between the months at 80–83 km altitude, with the wintertime counts being much higher. This is noteworthy, but the statistics are poor here – typically there are fewer than 100 normalized accumulated meteorites at decay times in excess of 1 s, so while they are of interest, we feel that these data are too few to use reliably. These observations of the character of the summer vs. winter behaviour in the boxed area, and in the tail of the CCD plots, will be of value later in the text.

Now we turn to discussion of Fig. 2 (Socorro, mid-latitude). In this case, complementary cumulative distributions have been plotted for each month of the year, accumulated over all the years from 2002 to 2015. The data have been divided into night and day. It is clear that, to the right of \( \log_{10} \tau = -0.5 \), the night-time counts are substantially suppressed, with the suppression increasing as \( \tau \) increases. This is particularly evident at the lower heights, as discussed in the caption.

Another noteworthy point that can be seen in Figs. 1 and 2 is a distinct knee in the CCD where the curve bends from relatively flat on the left to more steeply descending on the right. Approximate values of the decay time associated with the bend in the CCD’s for Socorro are given as bracketed quantities in the last column of Table C1. It can be seen that these values match the decay times expected for the transition between underdense and transitionally dense meteor trails to within a factor of better than 2, leading us to associate this knee of the CCD with this transitive temporal scale. Never-
5.2 Chemical decay times

The differences seen between day and night in the previous figures are not indicative of dominance by any one process. Appendix C has shown that the lifetimes observed for the non-underdense meteor trails are not very different to values expected from ambipolar diffusion. Therefore, the process that accounts for the day–night differences at low and mid-latitudes – and, by extension, the seasonal variations at subarctic and Arctic latitudes – is modest.

We therefore consider that there are two processes involved: diffusion, defined largely by the daytime lifetimes,
and chemical depletion which makes the night-time trails disappear slightly more rapidly than the daytime ones. We assume that the decay rate of each process is approximately exponential, which is a common feature of both diffusion and first-order chemical reaction kinetics, and assume that the two exponential decays are multiplicative. Correspondingly the first-order decay rates, expressed as the reciprocal of the time constants, are additive. We recognize this is an approximation, and may not always be valid, but it is sufficient for the following calculations. We may then write that

\[ \exp[-t/\tau_{\text{night}}] = \exp[-t/\tau_{\text{day}}] \times \exp[-t/\tau_{\text{chem}}] \]

so that

\[ 1/\tau_{\text{chem}} = 1/\tau_{\text{night}} - 1/\tau_{\text{day}}. \]

The same formula applies if half-amplitude decay times are used throughout. We have taken the CCDs and found selected values of the daytime decay time at values of 0.255, 0.305, 0.355, ..., 0.555, and 0.605, and then found the matching night-time decay times with the same value of the normalized CCD. We have then applied the above equation to determine \( \tau_{\text{chem}} \) in all months and in all height bins. The results are shown in Table 2. No real trend as a function of height is found, but there is general consistency in the numbers, with a mean decay time of 4.0 s. Reasons for this decay time will be discussed later, but we hasten to add that this is not in reality a simple process: we will see that we need to concern ourselves about the available reservoir of quenching molecules, and even the impact of shock fronts and background atmospheric diffusion. The general temporal variation of the meteors is also not always the same. Hence, the value of \( \tau_{\text{chem}} \) should be considered as an estimate rather than a precise value. For now, this simply gives an idea of the degree of importance the additional chemistry, which is clearly modest but measurable.

### 5.3 Another parameter for display purposes

Before examining the likely reasons for this chemical component of the decay, we need to consider some suitable parameterizations of the day–night differences. For Socorro and Costa Rica, meaningful parameterization of the impact of the chemistry can be obtained by comparing daylight and night-time values. We have already considered the differences in daytime and night-time values of the decay time at fixed CCD values for various daytime decay times (Sect. 5.2).

An alternative approach might be to choose particular values of \( \log_{10}\tau \) and study differences in the CCD values at that point. For example, \( \log_{10}\tau = -0.3 \) or \(-0.2 \) or even \( 0.0 \) might be used. This was also done in the analysis of the data – differences were recorded at \( \log_{10}\tau = -0.3, -0.2, \) and \(-0.1 \) (\( \tau \) values of 0.5, 0.6, and 0.8 respectively). Another possibility might be to integrate the differences between the two curves from the far left to, say, \( \log_{10}\tau = -0.4 \), but in fact the value of the CCD at \(-0.4 \) is already an integral of all the points in the histogram to the right of it, making for a double integral, which seems excessive.

However, these ideas have limits. First, they deal with very low number of counts – as low as 100 or so – and thus may contain statistical unreliability. But, more importantly, such procedures limit the ability to process Arctic data, since at some times of the year there is no night, and at other times of year there is no day. At Yellowknife and Resolute Bay, periods of equally distributed daylight and darkness occur only around the equinoxes, and even then the process is complicated by long hours of twilight. Thus, we sought out a parameter which might be independent of applying day–night differences.

It was decided to determine the slopes of the monthly curves evaluated around the point \( \log_{10}\tau = -0.4 \). Specific...
cally, it was evaluated between the points −0.5 and −0.3 for Costa Rica, Socorro, and Yellowknife. For Resolute Bay, the band from −0.6 to −0.4 was used, due to the radar’s different radio frequency. A visual examination of Fig. 2 shows that, at this point, the night-time slopes are considerably steeper (more negative) than the slopes for the other months. The same is true, but to a lesser extent, for the month of September.

To further emphasize the potential of using these slopes, we also present Fig. 4. This is a repeat of Fig. 1, but this time all months of the year are displayed. May to August form one cluster (summertime) and October to March form another (wintertime), but the months of April and September show a distinctly different behaviour. April in particular stands out and is highlighted with an extra-thick green line. In particular, the slope of this green line in the range −0.6 < log_{10}τ < −0.2 is clearly much steeper (more negative) than the slopes for the other months. The same is true, but to a lesser extent, for the month of September.

Figure 4. This figure shows a repeat of Fig. 1, but this time showing all months of the year. Notice that the months May to August form one cluster (summertime) and October to March form another (wintertime), but the months of April and September show a distinctly different behaviour. April in particular stands out and is highlighted with an extra-thick green line. In particular, the slope of this green line in the range −0.6 < log_{10}τ < −0.2 is clearly much steeper (more negative) than the slopes for the other months. The same is true, but to a lesser extent, for the month of September.

To begin, we consider seasonal and day–night differences. April in particular stands out and is highlighted with an extra-thick green line. In particular, the slope of this green line in the range −0.6 < log_{10}τ < −0.2 is clearly much steeper (more negative) than the slopes for the other months. The same is true, but to a lesser extent, for the month of September.

The various characteristics discussed above (especially the day–night differences at mid-latitudes and seasonal variations in the Arctic) suggest the possible involvement of ozone in the non-underdense meteor early-stage depletion process. Day–night variations at Arctic latitudes may also be of interest, but only for brief periods of time at the equinoxes; we will not discuss these here but will return to this matter later. At this point we will demonstrate this relation with the limited dataset presented to date, and then will go on to further verify the results with a much larger dataset.

To begin, we consider seasonal and day–night differences. It is expected from a variety of studies – both theoretical and experimental – that ozone densities in the mesosphere will be highest at night and lowest during the day, and that seasonal

Figure 5. (a) Plots of satellite-measured ozone volume mixing ratio (parts per million by volume) at 82 and 86 km, at 45° N. Increases in ozone ppmv in spring and autumn are evident. (b) Night and daytime seasonal variations for O3 density from the WACCM model at 83 km altitude, for latitudes close to the four radar sites. The upper set of graphs is for night-time, and the lower set is for daytime. Values were obtained at local midnight (“night”) and midday (“day”). Our interest here is in solar effects, so for the two more northerly latitudes (Yellowknife and Resolute Bay) daytime data have been removed for November through to February (since the sun is largely absent in those months), while night-time values have been removed for May through August (since darkness is relatively rare in those months at high latitudes). Similar trends to (a) may be seen, with lowest overall values in summer. Both (a) and (b) show peaks in night-time activity around the equinoxes, though (a) shows a more pronounced local minimum in winter months.
variations should tend to show maxima at the equinoxes. Typical experimental seasonal values are seen in Fig. 5a. Modelled ozone is shown in Fig. 5b, where results have been separated into daytime and night-time values. For periods when the Arctic day was all darkness (winter) or all sunlit (summer), only the appropriate day/night data are shown.

The modelled data were determined using the Whole Atmosphere Community Climate Model (WACCM4; Marsh et al., 2013) where the meteorological reanalyses from the European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA)-Interim (Dee et al., 2011) were used to specify the dynamics below 50 km. The model simulation was run from 2003 at a horizontal resolution of 1.9° × 2.5° (in latitude and longitude respectively) and a hybrid σ-pressure vertical coordinate with 88 levels (1000–5.96 × 10^{-6} hPa) was used which covered an altitude range from the surface to ∼145 km. The vertical resolution in the mesosphere and lower thermosphere (MLT) was about 3.5 km. The global fields from the model simulation were saved every 12 h and the model output was interpolated to fixed altitudes above 50 km at 1 km vertical intervals for analysis. As a point of interest, WACCM data do appear to underestimate O_3 by a mean factor of 2 compared to SABER observations (e.g. Smith et al., 2015). However, the relative O_3 changes predicted by WACCM should be generally sufficient for our discussions here.

The day–night differences are evident in Fig. 5b. Additional confirmation can be found in Fig. 7 of Smith and Marsh (2005) and Figs. 3 and 4 of Rogers et al. (2009). Day–night variations are of the order of a factor of 4 in Fig. 5b, with night-time values being highest. These results are broadly consistent with our Fig. 2. The day–night differences at upper heights can be as high as a factor of 10 (Smith and Marsh, 2005), again with larger values occurring at night.

To date we have not discussed height variations, though all studies (including WACCM) show a maximum in ozone densities at ∼86 to ∼90 km altitude (depending on latitude, with the peak being generally highest at the Equator). We have concentrated on the lower altitudes, since our trail depletions seem graphically most prominent below 86 km altitude. However, it needs to be kept in mind that, if ozone chemistry is indeed involved, the relation between trail depletion rates and ozone density may not be one to one. The efficiency of ionization of the trail is important, and of course reaction rates depend on species concentrations, possibly including mean atmospheric densities (depending on the process). For now we will not concern ourselves too much with the heights, and we will concentrate mostly on temporal variations. Height variations will be discussed in more detail in the next section.

Importantly, the night-time maximum in ozone matches the more rapid depletion of the non-underdense meteor trails at night-time shown in Fig. 2.

Another point of note is the seasonal behaviour. Fig. 5a shows the average latitudinal annual variation of ozone volume mixing ratios in ppmv (from Thomas, 1990), and peaks in April and September/October are evident, while Fig. 5b shows ozone density results from the WACCM model. Measurements of ozone for the mesosphere from satellites require significant averaging in order to reduce uncertainties, and of course models are restricted to some extent by the nature of the input data (often satellite-based) and the accuracy of the physics and chemistry embedded in the model. Thus, both datasets may have deviations from reality. Regardless, the fact remains that a clear maximum in ozone density is apparent in April and to a lesser extent in September/October. This matches the special cases of significant depletion in meteor trail lifetimes in April and September in Fig. 4.

With these tentative inverse correlations in non-underdense meteor trail lifetimes and ozone density, we are in a position to see whether the relation is more general.

6 Expanded studies

In this section we will look at the behaviour of the slopes deduced using the procedure discussed above as a function of time of year, as well as day–night differences. The two main graphs for discussion are Figs. 6 and 7. In Fig. 6 (the two Arctic sites), contours of the slopes are shown on the left. For these Arctic sites we have used all-day (24 h) datasets, and the reader should recognize that in summer the sun is almost always up, while in winter there is largely 24 h of darkness at these sites. The most dramatic ozone variations at Arctic latitudes are seasonal, with strong maxima at the equinoxes, as discussed with respect to Fig. 5.

Figure 7 shows data for the mid-latitude and equatorial sites (Socorro and Costa Rica). Here data are separated into daytime (sunlit) and night-time (darkness). Correct sunrise and sunset times were used to distinguish the data. The upper four graphs in Fig. 7a, b, d, and e show slopes for daytime and night-time, as indicated. The slopes are clearly more negative (steeper) at the lower heights at all times but are even steeper at night.

Returning to Fig. 6, the steepest slopes clearly occur in March to May and September/October above both Yellowknife and Resolute Bay. Interestingly, a height progression with increasing height is apparent, with the minima at 82–83 km altitude being deepest in the later months of the northern spring, and in late summer as well as the earlier months of autumn, while minima at lower heights occur earlier in spring and later in autumn.

The right-hand graphs of Fig. 6 show the modes and mean decay times for all meteors (including underdense). This is done as a check to ensure that the impact seen in the tail is not an artefact of the main part of the CCD. It is clear that the mean and modal decay times actually show a maximum around the same time as the minima in slopes appear and that they even have a similar temporal and altitudinal variation in spring and autumn as shown in Fig. 6a and b. How-
ever, the match is not perfect. For example, the graphs on the right show large values even in November and December, while Fig. 6a and b do not show excessively negative slopes in those months. Furthermore, when the mean and modal decay times increase, the CCD should shift to the right, pushing the tail to the right, thus resulting in less negative slopes at the chosen decay times. The observed effect is the opposite. Therefore, we do not believe that the effect seen in the slopes is a mathematical artefact related to the overall decay times and conclude that the effect is real. However, whatever mechanisms drive these two parameters (slopes and modes/means) may have a geophysical commonality.

In Fig. 7, the slopes are again more negative at the lowest heights, but are more extremely so at night. Again, this is expected, based on our earlier discussions, and further emphasizes the usefulness of the slope as a diagnostic parameter. Equally importantly, the temporal and spatial variations in the overall means and modes (Fig. 7c and f) do not show any significant similarity (on inverse similarity) to the slopes at the lower heights in the upper plots. Hence, we feel fairly confident that the behaviour of the slopes in the tail of the CCD, and the mean and modal overall decay times, is independent in all cases in Figs. 6 and 7. We will not pursue the reason for annual variations of the decay times in this paper. Note that Lee at al. (2013) have previously proposed a mechanism involving cluster ion chemistry, although some questions remain about the accuracy of some of their reaction rates, especially the high chosen rate of attachment of electrons to aerosols.

It is clear from both Figs. 6 and 7 that the seasonal and day–night differences discussed earlier are real, even when viewed with a larger body of data, and we continue to propose that the effect is related to ozone density variations.

In Fig. 8 we show line plots representing horizontal cuts through the contours in Fig. 7. Representative error bars are also shown; these are hard to evaluate, given the fact that the results are a mixture of instrumental and geophysical variations, some real and some random. Therefore, monthly errors were estimated by fitting a fifth-order polynomial to the monthly data and finding the RMS deviation from this curve. This was taken as a measure of the accuracy of the technique in any month. In most cases the night-time slopes do indeed seem significantly (in a statistical sense) steeper (more negative) than the daytime ones, with the possible exceptions of December in Fig. 8a, May, August, and December in Fig. 8b and April, July, and November in Fig. 8c. Even in these cases,
The night-time slopes are either still more negative than the daytime ones or, in the worst case, equal to them.

It is important to note that although we have concentrated on the lower altitudes (below 86 km) in our earlier discussions (mainly because the differences were most visible in the graphs), day–night differences in slopes are evident even up to 89–92 km altitude, and the differences are indeed statistically significant. At the heights of around 90 km, the slopes are less negative than lower down, which may not be unexpected as, for example, ionization efficiencies and reaction rates could vary due to height-dependent constituent and atmospheric densities affecting the slopes. Furthermore, Table C1 shows that the range of line densities of the trails detected at each height differs – for example, a trail with a line density of $3 \times 10^{15}$ m$^{-1}$ would be unlikely to be detected at 80 km altitude, probably would be detected at 85 km, and very likely would be detected at 90 km and higher. Thus, each altitude really looks at a mildly different set of meteor types. However, meteor count rates are much higher at 90 km altitude, so (keeping in mind that the CCDs were normalized to a common “count” of 100,000 meteors) there is greater statistical robustness in the fits at 90 km altitude. Hence, we consider that our results are valid even up to 92 km altitude.

Figure 8d is an interesting case, however. It shows data from the lower heights in Costa Rica. The previous patterns, represented by more negative slopes at night-time, seem to be also applicable during April to July, but the pattern is broken from December to March; in those months, the night-time and daytime slopes are comparable, and in some cases the daytime slopes are even steeper than the night-time ones. Part of a possible resolution of this apparent anomaly can be seen in Fig. 9, where ozone height profile simula-
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costume from NCAR’s Whole Atmosphere Community Climate Model (WACCm4) are shown for Costa Rica and Socorro. It is clear that, in January over Costa Rica, the night-time profile is quite elevated in height, with a peak in concentration at 90 km altitude and relatively small values at ∼ 83–85 km. The lower-altitude night-time values are even comparable to daytime values at the lower heights (of the order of 0.7 × 10^{14} m^{-3}). Values at Socorro are twice as large as those at Costa Rica at ∼ 83 km, and 50 % larger at ∼ 85 km. Although factors of 1.5 to 2 may not seem large, it needs to be kept in mind that the WACCm data are from a model and may have significant biases, possibly of the order of a factor of 2 or more (as discussed earlier in regard to Fig. 5b), so the possibility exists that the real differences could be even more extreme.

The peak heights could also be mildly in error, and the Costa Rica peak may even be higher than shown. Even an
a reverse sense), when the daytime slopes are noticeably less negative than at any other time of the year. We believe that the mixed results at the lower heights in Figs. 7b and e and 8d are a mixture of the effects discussed above, viz. ozone profiles that are shifted up in height and radio-interference effects.

Nevertheless, the overall picture across all sites is reasonably consistent with an effect on the slopes due to ozone. We have mentioned the exceptions at Costa Rica simply to ensure a complete and unbiased representation of our data, but even these (slightly inconclusive) equatorial results are not at significant variance to our general hypothesis.

We now turn to one final informative graph. In Sect. 5.3, it was noted that during winter and summer, the polar latitude sites are almost entirely in night-time or daylight conditions, so useful day–night comparisons are not possible for much of the year. However, for brief periods around the equinoxes, the polar day has a daylight and a night-time component. We have therefore produced graphs like Fig. 2 for both Yellowknife and Resolute Bay, but concentrating only on the months of March/April (spring equinox) and September/October (autumn equinox). Data were produced for all height ranges shown in Fig. 2, but all showed the same effect, which will now be considered. It should be noted in advance that polar ozone densities are partially controlled by dynamics (especially meridional wind motions), so the impact of strong tides and waves could potentially mean that simple day–night differences seen in Fig. 2 might not be expected here.

Figure 10 shows the results of these determinations. Despite the concern about the possible role of dynamics, it is clear that, at both equinoxes and at both sites, the daytime CCD values at the longer decay times ($\log_{10} \tau > -1$) always exceed the night-time ones, just as in Fig. 2. Graphs are only shown for 83–86 km, but results for 80–83 and 76–80 km were similar. Indeed, the day–night differences at 80–83 km were even larger than the 83–86 km ones. Although the differences in some cases can be slight, it is nevertheless the case that the daytime CCD values for $\log_{10} \tau > -1$ always exceed the night-time ones at both sites, during both equinoctial periods and in all of the height ranges. This is additional evidence that the controlling chemical entity is ozone. Interestingly, the largest day–night difference was in Yellowknife in spring, when a strong springtime ozone maximum has often been seen (see, e.g., Fig. 5a), although that is of secondary importance here.
7 Possible physical mechanisms

With regard to mechanisms, we cannot unambiguously resolve the reasons for the more rapid night-time decays, but we can make some suggestions. Firstly, it is necessary to recall that these are all transitionally overdense meteor trails, with electron line densities generally between about $\sim 2.4 \times 10^{14}$ and $\sim 3.0 \times 10^{15}$ m$^{-1}$, with the larger ones being far less common. Secondly, the chemical processes involved do not dominate over diffusion but are a secondary additive process, depleting perhaps 10–30% of the available electrons. Therefore, at most the chemistry removes maybe $10^{15}$ electrons m$^{-1}$, and often as low as $10^{14}$. Interestingly, the peak volume densities of the trail for an initial radius of 1 m are of the order of the line density divided by $\pi$ (Appendix A), or about $10^{14}–10^{15}$ m$^{-3}$. Note that these electron volume densities are similar to the night-time ozone densities shown in Fig. 9. Thus, one could speculate that Reactions (R1) and (R2) could be active here, with enough ambient ozone existing to make a measurable impact on electron density depletion. As will be discussed shortly, the ozone is not static but is diffusing into the trail, so as it is depleted, more can be brought in by atmospheric turbulence (“stirred”), further enhancing its availability for reaction.

Nonetheless, some caution is required. First, if there is sufficient atomic O present, then Reaction (R3) could slow the depletion of electrons. The ambient night-time O concentration around 83 km is $\sim 10^{17}$ m$^{-3}$ (Plane et al., 2015), i.e. the $[O]/[e^-]$ ratio is 100–1000 in these transitionally overdense trails. However, the ratios of the rate coefficients $k_3/k_2$ are $4 \times 10^{-5}$ for FeO$^+$ and $2 \times 10^{-3}$ for MgO$^+$ at mesospheric temperatures (Plane et al., 2015). This means that, in the case of FeO$^+$, the ratio of the reaction rates $k_3 [O]/k_2 [e^-]$ is $< 0.04$ even at the lowest trail electron line densities ($\sim 3 \times 10^{14}$ m$^{-3}$). In the case of MgO$^+$, Reaction (R2) will be faster than Reaction (R3) at electron densities larger than $2 \times 10^{14}$ m$^{-3}$ (equivalent line density $6 \times 10^{14}$ m$^{-1}$). Therefore, since the Fe$^+$ and Mg$^+$ densities in the trail should be very similar (Vondrak et al., 2008), the removal rate of electrons should not be significantly slowed down by atomic O even at the lowest line densities under consideration here.

It also needs to be kept in mind that Reactions (R1) and (R2) are considered to only really become active late in the lifetime of truly overdense trails (after many seconds; e.g. Baggaley, 1979), so why are they active so early here? Furthermore, ozone itself is rapidly destroyed by high temperatures. The time constant for thermal dissociation of O$_2$ at a temperature of 2000 K and a height of 84 km can be calculated from the fall-off expression given by Peukert et al. (2013) to be around 10 ms, so why is all the available ozone not quickly destroyed?

In response to the questions in the previous paragraph, the following need to be recognized. First, some of the larger meteors (truly overdense ones, not identified by our radar) may produce strong cylindrical shock fronts, which may have temperatures of the order of 5000 K. Evidence of this was shown with the Leonid meteors by Jenniskens and Stenbaek-Nielsen (2004). However, the issue is still contentious. If such fronts do indeed occur, they will dissociate ozone and even other molecules behind the front, as well as between the front and the trail, and the explosive outward motion may create a barrier to inward infusion of surrounding ambient ozone. This may delay the onset of Reactions (R1) and (R2) for strongly overdense trails (at least until the effect of the shock front has dissipated), consistent with current ideas of delayed onset in the literature.

However, if the transitionally dense trails produce weak or no fronts, this delay may not be significant. It needs to be recognized that a meteor travelling at 40 km s$^{-1}$ will produce a trail 20 km long over a lifetime of 0.5 s (although of course the radar will only see the trail in a region of roughly 1 Fresnel zone in width centred around the specular point). If the shock front is weak and is dissipated within 1–2 km back from the head along the trail, there is still a large region further back where the front has died out and no longer exists (see Appendix B and Fig. B1). Ozone on the trail edge further back may be able to react with the M$^+$ ions within the trail via Reaction (R1) much earlier than for overdense meteors. Reaction (R1) is fast with a small temperature dependence for both Fe$^+$ and Mg$^+$ (Plane et al., 2015), and thus some reactions can occur in the first few milliseconds of the trail, before the ozone is destroyed within the trail and by the front. But if there is only a weak shock front, ambient ozone in the surrounding air can diffuse back into the trail by normal atmospheric diffusion at a later time in the trail evolution. Given that the natural diffusion has a diffusion coefficient (denoted $\kappa$) of typically $\sim 50–100$ m$^2$ s$^{-1}$ at 90 km altitude (e.g. Hocking, 1999b), over a timescale of $\Delta t \sim 0.2$ to 0.5 s (lifetimes of our trails under consideration), ambient ozone may diffuse up to $\Delta x \sim \sqrt{2 \kappa \Delta t}$, or of the order of 10 m. Hence, all the ozone in a cylinder with a final radius of up to 10 m may be available to react with the trail during its lifetime. As noted above, this “stirring” effect allows the ozone to be more effective in electron removal than simple number-density predictions might suggest.

Electrons may therefore be depleted either in the first 4–8 ms (maybe 5% of the available electrons might be depleted at this time) and then again at a later time through reaction with inward-diffusing (turbulently stirred) ambient ozone, after the weak shock (if indeed it exists at all) has been depleted. Possibly up to 10–20% or more might be depleted in this later time period. As noted, a cylinder with a radius of up to 10 m is available to supply ozone in the latter case.

On the other hand, the possible existence of stronger shock fronts for strongly overdense trails results in ozone depletion out to radii of many metres transversely all along the trail, protecting the trail from ozone infusion until much later (as also discussed in previous paragraphs, and also see Appendix A). With regard to underdense meteors, they still...
have modestly high temperatures within the trail. Figure 7 in Jenniskens et al. (2004) shows temperatures of the order of 3000–5000 K over a wide range of magnitudes - including underdense. (A meteoroid composition-dependent temperature of approximately 1850 K is required for onset of a full ablation process, and in fact meteoroids melt at 1850 K, consistent with their olivinic mineral composition; see, e.g., Vondrak et al., 2008.) These initial temperatures of 3000–5000 K will quickly cool to about 2000K as the trail expands, so the typical temperature often assumed for underdense meteors is around 1000–2500 K (we used 2000 K in our calculation of ozone dissociation times above). Hence, ozone depletion within the first 0.01 s may occur, but then for further depletion, ambient surrounding ozone needs to infuse. The cylinder of surrounding ambient ozone is much smaller than for longer-lived trails, being $r \sim \sqrt{/(2k \Delta t)} \sim 4$ m for $\Delta t \sim 0.1$ s. Furthermore, Reaction (R1) is dependent on metal ion concentrations, which are of course much lower in underdense trails. Therefore, the impact of $O_3$ may be less evident. The potential effect of Reaction (R3) in reducing the loss rates of electrons should also be recognized, as discussed above.

Thus, it is not unreasonable to consider that the group of meteor trails with line densities between $2.4 \times 10^{15}$ and $3 \times 10^{15} \text{ m}^{-1}$ might be subject to the influence of Reaction (R1), since the lack of a fully developed cylindrical shock front, the existence of comparable ozone and electron/metallic ion densities, a relatively large ratio of electrons to atomic O, and the availability of surrounding ambient ozone diffusing inwards (due to atmospheric turbulence) from a radius of typically 5–10 m make for conditions favourable to that reaction taking place for this special band of meteor trails.

Our discussions have given a basic model, but future research should allow development of a better one. For example, the importance of shock fronts, and their magnitude as a function of line density, needs to be better quantified. It has been proposed here that many of the reactions occur on the edge of the trail, yet at the same time ozone must diffuse in from outside, producing a mixing process which involves continual replacement of ozone from the surrounding air. The effects of ambient atmospheric diffusion may also not be immediate, being possibly partly overpowered early on by local dynamics within the trail. The relative effectiveness of these processes need to be further studied. In addition, and although not discussed much above, the production of UV radiation during the early stages of trail formation, generated in the shielding hydrodynamic cap in front of the propagating meteor, on the ambient atmosphere should not be discounted (e.g. Sukara, 2014). This effect is well recognized and instrumentally observed. In principle, it is easy to show that the emitted bandwidths of meteor UV radiation will dissociate some narrow volumetric region of the ambient ozone around the axis of the propagating meteor (see, e.g., Jenniskens and Stenbaek-Nielsen, 2004). It is then reasonable to expect that the resulting $O_2$ that comes from ozone dissociation (along with the ambient $O_2$) will thermally react with the meteor metallic ions on the high-temperature boundaries of the ambipolarly expanding meteor train. The subsequently formed metallic oxide will contribute to electron removal. While the quantifiable contribution of this phenomenon is difficult to determine due to a number of uncertainties, such as optical depth and energy photon density, it should be worth considering in future studies. The magnitude of its effect on early electron removal from the boundaries of the meteor trains should be better identified and constrained. This mechanism will not be limited to only overdense events but will also be significant in strong underdense meteors.

Nevertheless, we believe we have produced a plausible basic mechanism that is consistent with our observations, and that this can form the basis for future developments in this area.

8 Conclusions

Evidence has been presented that transitionally dense meteors detected by SKYMET backscatter meteor radars show increases in the rate of electron loss in the trail at nighttime and at high latitudes during equinoxial conditions. A likely candidate to explain this process seems to be ozone, and both experimental and modelling results support this hypothesis. Results are shown for four radar sites, ranging in latitude from 10 to 75° N. The chemical processes involved are not dominant but are nevertheless a significant additive effect superimposed upon traditional diffusion. The process is relatively complex, requiring diffusion of ambient ozone into the trail from the surrounding air to replace ozone dissociated by both the initial high temperatures and ozone removal by the excess of metallic ions in the trail, but seems to be a valid mechanism. Further studies are needed to validate this hypothesis, but if the relation can be proven, the possibility exists that meteor backscatter radars may be able to make useful height-dependent measurements of ozone densities on a routine basis (especially bearing in mind that the radars used herein were low power, detecting typically 2000–3000 meteors day$^{-1}$, but higher-power radars already exist which are capable of detection over 20 000 meteors day$^{-1}$).

9 Data availability

Raw meteor data can be accessed on a protected URL by contacting Wayne Hocking at whocking@uwo.ca. The source codes and input data for WACCM model (CESM version 1.1.1 used in this paper) are available from https://svn-ccsm-release.cgd.ucar.edu/model_versions/cesm1_1_1 upon registration. ERA-Interim data are available through the Meteorological Archival and Retrieval System (MARS) at ECMWF. The WACCM data sets are archived on a University of Leeds networked server for John M. C. Plane’s group and available upon request to Plane or Wu Hu Feng.
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Appendix A: Underdense and overdense radio-wave scatter

**Underdense**

- $d \sim r_0$
- $d \ll \lambda$
- Strong scatter across trail.

$t=0$

$t=t_1$

$d \lesssim \lambda/2$

Good scatter from across full width, decays as time increases

$t=t_2$

$d \gtrsim \lambda$

Scatter from across full width, but adds out of phase, leading to destructive interference. Meteor trail invisible to radar, but still exists.

**Overdense**

- $d \sim r_0$
- $d \ll \lambda$
- Reflection from front edge only.

$t=0$

$t=t_1$

$t=t_2$

$d \gtrsim \lambda$

Line density still $> \lambda$ critical - reflection off front edge.

Electron loss and expansive diffusion results in a trail which is now transparent, as in underdense case. But $d \gtrsim \lambda$, so destructive interference occurs. Invisible to backscatter radar.

$d \gg \lambda$, but $ABC \lesssim \lambda/2$ - visible to forward scatter (green), invisible to backscatter (orange). Ambient ozone chemistry now plays a role.

Figure A1. Demonstration of the different geometries associated with backscatter and forward-scatter observation of meteor trails. Note how forward-scatter systems can see the trails to much greater widths than the backscatter case. The upper three panels refer only to underdense backscatter. The lower line of panels shows backscatter behaviour on the left (first three panels), showing the transition to underdense behaviour as time evolves. The two panels on the right show how the tail may twist to become quasi-horizontal, and how the oblique forward scatter allows the tail to be visible to much greater widths than is possible with backscatter. Note that the transition scales indicated ($\lambda/2$, $\lambda$, etc.) are approximate. More exact values can be seen in Appendix C. For example, Poulter and Baggaley (1977) suggest that the amplitude of an underdense meteor falls to half its peak when the $1/e$ density trail radius is $a = 0.195 \lambda$, so we might consider a meteor signal as disappearing when the radius is about twice this (since the amplitude is now $1/4$ of the peak, and the power is $1/16$ of peak power). In this case the $1/e$ density diameter is $0.78 \lambda$, but the meaning of “disappear” depends on noise levels and initial amplitudes, so this can only be considered as a representative example. The diagrams used here are meant to be applied in a more subjective sense.
Appendix B: Early stages of meteor trail formation

This appendix gives a very brief (and simplified) view of meteor trail formation in its early stages and is provided as support for the description given in Sect. 2 of the paper. The main features are drawn in Fig. B1. The structure is extrapolated from several references which discussed flow around solid bodies moving at high speed in the upper atmosphere (e.g. Sarma, 2000). Justification for applying such “hard body” flows is found, for example, in Fig. 1 of Popova et al. (2000), where it is shown that “continuous flow” models have good validity for particles larger than 0.5 cm at 80 km altitude and larger than 2 cm at 90 km altitude. Further evidence for the validity of this extrapolation can be seen in Jenniskens and Stenbaek-Nielsen (2004), where shock fronts similar to those discussed in Fig. B1 have been observed. Bronshoten (1965) also explicitly makes similar assumptions. Other points of support for this assumption are made elsewhere in this appendix. Not all features will be evident in all meteor trails.

In simple terms, as the meteoroid impacts the atmosphere, it collides with atmospheric molecules, and the transfer of kinetic energies results in heating of both particle and the impacting air. The molecules within the meteoroid also boil off once the temperature exceeds 1850 K (Vondrak et al., 2008). Colliding atmospheric constituents and ablated meteor atoms will form a high-density plasma vapour cloud, as well as an associated dense screening plasma cap in front of the propagating meteor (Popova et al., 2000, 2001). The screening cloud is generally known as the hydrodynamic cap and it is characterized by very high temperatures. It is the onset of this phenomenon that leads to the formation of a first shock front (generally referred to as the ballistic shock front) and thus development of an overall shock envelope that surrounds the axis of meteor propagation. The second shock front, which has a hypersonic-supersonic radial expansion of the envelope parallel to the meteor axis, is known as the cylindrical (bow) shock wave. The characteristics of both the shock front and the bow shock wave are functions of the Knudsen number (value of mean free path divided by meteor size scale), which is generally altered in the case of meteors by the presence of ablation and the hydrodynamic cap (see, e.g., Campbell-Brown and Koschyn, 2004).

The vapour cloud is a relatively dense feature, being often orders of magnitude denser than the surrounding air: Popova et al. (2000), at the top of page 113, indicate that the pressure of the vapour cloud can so much exceed the pressure of the surrounding air that it “expands much like a hydrodynamic flow into a vacuum”. Hence, the vapour cloud has a very strong presence, further justifying our treatment of it as similar to a bluff solid body and demonstrating the relevance of Fig. B1 to atmospheric flow around a meteoroid.

At this point it is also worth taking another quote from Popova et al. (2000). On page 113, paragraph 3, lines 1–2, those authors state that “when the sonic surface has formed, the flow outside this surface has little effect on the flow near the body”. The sonic surface is a surface formed near the outside of the vapour cloud, and in essence this statement says that the flows in the vapour cloud and the external airflow are decoupled; thus, we once again see the vapour cloud acting more as an obstacle, like a solid object, yet again reinforcing the relevance of Fig. B1.

We now return to discussions of the shocks. The bow shock waves are much weaker than the ballistic shock front (Tsikulin, 1970). The latter is capable of completely ionizing and dissociating all atmospheric constituents swept behind the area bound by the ballistic shock front or the hydrodynamic shielding. This ballistic shock region is shown as the thick dark line in front of the meteoroid vapour region in Fig. B1. The size and properties of the ballistic shock will vary, depending primarily on the type of the flow regime but also on the meteoroid size, its material properties (as these impact the rate of ablation), and atmospheric parameters. Depending on the ablation rate and Knudsen number (which are functions of altitude), as well as velocity and the meteor Mach cone, the ballistic shock transitions into the bow shock (as discussed above) at a point denoted as $T_r$ in the figure. For small meteoroids (e.g. underdense), the cylindrical shock may not even be produced at higher altitudes.

The cylindrical shock then moves away from the axis at high speed (indicated by the thick grey arrows), where the speed significantly exceeds the local speed of sound. The strength of the bow shock rapidly decays as it moves away from the meteor axis, indicated by the transition from the dark line to the grey broken lines and finally to the weaker dotted lines. In some cases, especially in underdense trails, the cylindrical shock may not exist at all. However, when it does, it has the capacity to dissociate some molecules as it passes through the region denoted as “$D_l$” in the figure, thus affecting the ways in which the remaining molecules, and ions may subsequently interact with the trail. The angle of the bow shock is very close to parallel to the meteor-path axis, often being less than a degree from it. The expression for the angle is $\tan^{-1}(c_k/v_{in})$, where $c_k$ is the speed perpendicular to the trail axis (usually greater than or equal to the local speed of sound) and $v_{in}$ is the speed of the meteor.

To complete the picture, the plasma and ablated meteor material entrapped behind the ballistic shock front will enter flow fields behind the meteoroid and will be bottle-necked towards the axis (helped by pressure reductions behind the vapour cloud as a result of flow behaviour). This is a complex process, but in simple terms the air flows back into a region called the “neck” (denoted “N”) where recompression occurs, followed by the development of the short-lasting localized turbulent flows, leading into explosive adiabatic meteor trail formation with some initial radius. More sophisticated understanding of the phenomena is obtained by treating it as an explosive line source (see, e.g., Plooster, 1970; Lin, 1954).

We have not discussed various other features of the process in detail, such as the sonic region, the boundary layer, the stagnation point (source of the UV radiation), the return-
flow region, and the “free shear layer”, as these are not so important here, but they do add to the complexity of the process. It should also be noted that there are two types of cylindrical shock wave; one is the bow shock discussed above, and the other one is called the recompression (sometimes the vapour) shock wave, which results from recompression of the flow field at the neck “N” (e.g. Bronshten, 1983). The recompression shock front and the cylindrical shock front are almost indistinguishable as they eventually merge into one, shortly outside of the boundary of the adiabatically formed meteor trail with some initial radius.

As noted in the caption, not all features are evident in all trails. In weaker trials, the cylindrical front can be missing, and the “neck” and compressional shock may be absent. However, the vapour cloud, some degree of hydrodynamic shielding, and some form of ballistic shock should be relatively ubiquitous. More details can be found in Hayes and Probstin (1959), Lees and Hromas (1962), Sarma (2000), and Bronshten (1965, 1983).

Appendix C: Spatial and temporal scales associated with trails of different line densities

Most of the theory of backscatter from meteor trails is usually performed using an assumed Gaussian distribution across a cylindrical trail. A key parameter is the line density, or density per unit length. But for reflection purposes, the key parameter is the plasma frequency. First, we will try to better relate the two.

Assuming a volume electron density of the form

$$N_v = N_0 \exp(-r^2/a^2),$$

then the line density is found by integrating radially over the whole perpendicular area, i.e.

$$N_L = N_0 \int_0^\infty \exp(-r^2/a^2) 2\pi r dr.$$  

Using $$\zeta = r^2$$ allows this to be found as

$$N_L = \pi a^2 N_0.$$  

Let “a” at time $$t = 0$$ be denoted as $$r_0$$, the initial radius. The radius will expand with time according to $$a^2 = r_0^2 + 4Dt$$, where $$D$$ is the ambipolar diffusion coefficient.

The critical electron volume density at which total reflection of a radio wave of frequency $$f$$ is reflected is given by

$$N_{vc} = \varepsilon_0 m_e \omega^2/(e^2) = \varepsilon_0 m_e k^2 c^2/(e^2),$$

where $$\omega = 2\pi f$$, $$k$$ is the wavenumber ($$= 2\pi/\lambda$$), $$c$$ is the speed of light, $$m_e$$ is the mass of an electron, $$\varepsilon_0$$ is the permittivity of free space and $$e$$ is the electronic charge. Inverting this, we will find the plasma frequencies associated with various line and volume densities. We are especially interested in the peak volume density, since once the peak volume density gets low enough, the trail becomes transparent to the relevant radio wave. The peak volume density is $$N_0 = N_L/(\pi a^2)$$. We will consider the value at $$t = 0$$ as the extreme and take $$a$$ as the initial trail radius $$r_0$$. This will tell us the frequency required at the trail formation for the trail to appear transparent.

Then

$$f_{crit0} = e/(2\pi r_0 \sqrt{(N_L/\pi \varepsilon_0 m_e)}).$$

To calculate $$f_{crit0}$$, we need $$r_0$$. We will use the following expression for this, from Baggaley and Fisher (1980):

$$r_0 = 8.722 \times 10^{-5} \times \exp(0.63\zeta/5.75),$$

Figure B1. Simplified flow field and shocks expected for transitionally dense and overdense meteors at 80–95 km altitude. The flow fields are based on the flows expected for solid bodies entering the atmosphere (see, e.g., Sarma, 2000, Fig. 49), but with accommodation for differences associated with meteoroid characteristics. Not all features are present in all meteor trails – see the text for details. The figure is not to scale.
Table C1. Various spatial and temporal scales associated with the diffusive expansion of a meteor trail. \( f_{\text{crit0}} \): critical reflection frequency at time of trail formation (higher frequencies will penetrate trail). \( a_{\text{transp}} \): value of “a” at which trail becomes transparent at a radio frequency of 35 MHz \((\lambda = 8\, \text{m})\), \( D_{a} \): ambient diffusion coefficient. \( \tau_{\text{diss}} \): time to reach ”\( a_{\text{transp}} \)” and thus disappear, based on \( D_{a} \). \( D_{\text{plasamb}} \): geometric mean diffusion coefficient, allowing for temporal variation of plasma temperature with time. \( \tau_{\text{true}} \): time to reach “\( a_{\text{transp}} \)” using \( D_{\text{plasamb}} \). The last group shows the case of line density of \( 2.4 \times 10^{14} \) electrons m\(^{-1}\), generally regarded as a cut-off density beyond which the trails can no longer be considered as underdense. Bracketed quantities in the last column for the transitional frequency refer to a knee in the CCD of the Socorro radar; these are further discussed in the main text.

<table>
<thead>
<tr>
<th>Line density Ht (km)</th>
<th>Ht (km)</th>
<th>( f_{\text{crit0}} )</th>
<th>( a_{\text{transp}} ) (m)</th>
<th>( a_{\text{transp}}/\lambda )</th>
<th>( D_{a} )</th>
<th>( \tau_{\text{diss}} )</th>
<th>( D_{\text{plasamb}} ) (m(^2) s(^{-1}))</th>
<th>( \tau_{\text{true}} ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 ( \times 10^{16} )</td>
<td>80</td>
<td>0.56</td>
<td>904 MHz</td>
<td>14.5</td>
<td>1.81</td>
<td>0.7</td>
<td>75 s</td>
<td>7</td>
</tr>
<tr>
<td>85</td>
<td>0.97</td>
<td>521 MHz</td>
<td>14.5</td>
<td>2.0</td>
<td>26 s</td>
<td>20.0</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>1.67</td>
<td>303 MHz</td>
<td>14.5</td>
<td>4.0</td>
<td>13 s</td>
<td>40</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>2.89</td>
<td>175 MHz</td>
<td>14.5</td>
<td>8.0</td>
<td>6.4 s</td>
<td>80</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>5.0</td>
<td>101 MHz</td>
<td>14.5</td>
<td>20.0</td>
<td>2.3 s</td>
<td>200</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>3.0 ( \times 10^{15} )</td>
<td>80</td>
<td>0.56</td>
<td>495 MHz</td>
<td>7.9</td>
<td>0.99</td>
<td>0.7</td>
<td>22.3 s</td>
<td>5.5</td>
</tr>
<tr>
<td>85</td>
<td>0.97</td>
<td>286 MHz</td>
<td>7.9</td>
<td>2.0</td>
<td>7.7 s</td>
<td>16</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>1.67</td>
<td>166 MHz</td>
<td>7.9</td>
<td>4.0</td>
<td>3.7 s</td>
<td>32</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>2.89</td>
<td>96 MHz</td>
<td>7.9</td>
<td>8.0</td>
<td>1.7 s</td>
<td>64</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>5.0</td>
<td>55.5 MHz</td>
<td>7.9</td>
<td>20.0</td>
<td>0.47 s</td>
<td>160</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>1.0 ( \times 10^{15} )</td>
<td>80</td>
<td>0.56</td>
<td>286 MHz</td>
<td>4.6</td>
<td>0.58</td>
<td>0.7</td>
<td>7.4 s</td>
<td>4.2</td>
</tr>
<tr>
<td>85</td>
<td>0.97</td>
<td>165 MHz</td>
<td>4.6</td>
<td>2.0</td>
<td>2.5 s</td>
<td>12</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>1.67</td>
<td>96 MHz</td>
<td>4.6</td>
<td>4.0</td>
<td>1.2 s</td>
<td>24</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>2.89</td>
<td>55.4 MHz</td>
<td>4.6</td>
<td>8.0</td>
<td>0.4 s</td>
<td>48</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>5.0</td>
<td>32.0 MHz</td>
<td>4.6</td>
<td>20.0</td>
<td>–</td>
<td>120</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2.4 ( \times 10^{14} )</td>
<td>80</td>
<td>0.56</td>
<td>140 MHz</td>
<td>2.24</td>
<td>0.28</td>
<td>0.7</td>
<td>1.7 s</td>
<td>2.8</td>
</tr>
<tr>
<td>85</td>
<td>0.97</td>
<td>89 MHz</td>
<td>2.24</td>
<td>2.0</td>
<td>0.51 s</td>
<td>8</td>
<td>0.13 (0.10)</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>1.67</td>
<td>47.0 MHz</td>
<td>2.24</td>
<td>4.0</td>
<td>0.14 s</td>
<td>16</td>
<td>0.035 (0.06)</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>2.89</td>
<td>27.1 MHz</td>
<td>2.24</td>
<td>8.0</td>
<td>–</td>
<td>32</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>5.0</td>
<td>15.7 MHz</td>
<td>2.24</td>
<td>20.0</td>
<td>–</td>
<td>80</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

where \( z \) is in kilometres above sea level.

For radar frequencies above \( f_{\text{crit0}} \), the incident wave will not reach a point of zero refractive index and may pass through the trail, leading to partial reflections within the trail from various points, and potential self-cancellation (i.e. the scatter is essentially an underdense case).

We next ask the following questions: what does the radius “a” have to be in order to reach a density at which a 35 MHz radio wave will be able to just pass through the trail, and how long will it take to reach this value of “a”? (we choose a value of 35 MHz since it is representative of the frequencies of most of our radars). We will call this \( a_{\text{transp}} \), since at this radius the trail becomes transparent.

This requires that

\[
N_{0} = N_{e}/(\pi a_{\text{transp}}^{2}) = \varepsilon_{0} m_{e} \omega^{2}/(e^{2}),
\]

where \( N_{0} \) is the peak volume electron density.

Hence,

\[
a_{\text{transp}} = e/(2\pi f) \sqrt{(N_{e}/(\varepsilon_{0} \pi m_{e}))},
\]

where \( f \) is the frequency of interest (here, 35 MHz). These values are shown in the fifth column of the table above.

The quantity \( a_{\text{transp}}/\lambda \) is shown as the sixth column. From Poulter and Baggeley (1978, Fig. 1), an underdense echo falls to half of its original amplitude at \((ka)^{2} \sim 1.5\), or \((2\pi a/\lambda)^{2} \sim \sqrt{1.5}\), or \(a/\lambda \sim 0.195\).

Therefore, if \( a/\lambda \) in the table substantially exceeds 0.2, the meteor trail will disappear from the radar screen as soon as it becomes underdense. In the table, only the last case is close to this – such a meteor will start as “overdense”, i.e. will not show a decrease in amplitude with time, and then will reach semi-transparency and show a weak exponential decay in its tail. All other cases in the table will expand with no decrease in reflected amplitude (the meteor amplitude looks flat, though perhaps may have some wobbles due to turbulence and maybe polarization effects; Baggeley and Fisher, 1980, Fig. 2) and then reach underdense status and abruptly disappear, since the trail 1/e half-width is much larger than 0.2 \( \lambda \) at this point.

Our final question is, how long will it take for the trail to reach the point where it becomes marginally underdense? This will define the longest; possible visual lifetime for trails of this line density. Here we use the relation

\[
\text{true time} = \text{dissipation time} + \text{ambient diffusion time}
\]
\[a^2 = r_0^2 + 4Dt,\]

(since the trail expands according to \(N_0 \exp\left(-r^2/a^2\right) = n(r, t) = \frac{N_1}{\pi(r_0^2 + 4Dt)} \exp\left(-\frac{r^2}{r_0^2 + 4Dt}\right)\), so we need to determine \(D\). The term out the front of the “exp” term on the right-hand side is a normalization which keeps the total number of electrons in the trail conserved—we have called it \(N_1/\pi a^2\) in our equations above. We do this using Jones and Jones (1990).

Then

\[t = \left(a^2 - r_0^2\right)/(4D).\]

Our values of \(D\) were read from the graph of Jones and Jones (1990) Fig. 2. Times are tabulated in the last column. Some are negative, probably indicating that \(r_0\) is too large for these lower line densities. These are of no real concern to us—a smaller value of \(r_0\) would allow them to be positive, and \(r_0\) can have considerable variability about the value given by the formula above.

Some warnings are necessary here. First, we note that, in all of our calculations, we assume that the expansion of the trail is driven by molecular diffusion. However, the background atmosphere has a natural diffusion rate of its own due to turbulence, with a diffusion coefficient of up to 100 m\(^2\) s\(^{-1}\), and eventually this will come into play, though it will take at least a few tenths of a second or more. Secondly, since the software determines the decay times by using times for the auto- and cross-covariance to fall to one-half of the peak value, the meaning of the “half-life” can be a little different for underdense and non-underdense cases. The underdense cases will have an exponential decay, while the more dense trails will in essence have a boxcar format, so the difference in waveform shape can affect the meaning of the “decay time”. For the decay times discussed here, it really only matters that we are consistent in our definitions of decay time for any class of meteor trail, but the differences should be recognized.

Returning to the issue of trail lifetime, Greenhow (1952) introduced the follow expression to determine the lifetime:

\[\tau = r_e/(4\pi^2)N_i\lambda^2/D_a,\]

where \(r_e\) is the electron radius \((2.8 \times 10^{-15})\) and \(D_a\) is the ambient diffusion coefficient. This is essentially derived in the same way that we have developed above, except that \(r_0\) was set to zero. For \(N_i = 1.0 \times 10^{16}\) and \(\lambda = 8\) m, this gives \(\tau = 45.4/D_a\) — so in Table C1, at 80 km with \(D_a = 0.7\), this gives 65 s, compared with the estimate of 75 s given there. Hence, it is consistent.

However, use of \(D_a\) in this way, although having been done in the past, seems to be in error. In truth we have a small number of high-speed ions (part of the plasma) diffusing through a more dense background in which the molecules are moving much more slowly. To begin, consider that the charge on the ion is of little consequence, and that it bounces off hard, billiard-ball targets in the form of neutral atoms. This is a simple diffusion problem encountered in many elementary university textbooks (e.g. Tabor, 1969). The result is a diffusion coefficient given by

\[D = 1/3 c_{RMS} \ell_p,\]

where \(c_{RMS}\) is the root-mean-square speed of the diffusing molecule (or ion in this case) and \(\ell_p\) is the mean free path in the background atmosphere. Here, we may write \(c_{RMS} = \sqrt{(3k_B T_p/m_i)}\), where \(T_p\) is the temperature of the diffusing plasma, \(k_B\) is Boltzmann’s constant, and \(m_i\) is the ion mass. We assume that the electrons are dragged along by the heavier ions, but the most important point is the dependence on the square root of \(T_p\). However, while \(c_{RMS}\) depends on the square root of the plasma ion temperature, the mean free path is given by \(\ell_p\), which is proportional to \(1/(\sigma^2 n)\), where \(\sigma\) is the mean molecular diameter of the ion and the neutrals and \(n\) is the neutral number density of particles. The important point is the dependence on \(n\), which is proportional to \(P/T_a\), with \(P\) being the pressure of the gas and \(T_a\) being the ambient gas temperature. Hence, we may write that the diffusion rate of the ion through the neutral gas is

\[D_{pa} \propto T_p^{1/2} T_a/P.\]

In the case of a real ion, Coulomb forces exist between the ion and the electrons of the scattering molecules, giving an effective value of \(\sigma\) which is weakly dependent on the ion speed, since depths of penetration during collisions may depend on speed. The scaling constant in the term \(\ell_p \propto 1/(\sigma^2 n)\) also changes, being dependent on the relative speed of the ions and the neutrals. The net result is that the term \(T_p^{1/2}\) in the expression for \(D_{pa}\) for becomes a power of 1, viz.

\[D_{pa} \propto T_p T_a/P.\]

This is often written as \(T_a^2/P\), but this is only valid when \(T_p\) and \(T_a\) are the same. In the more general case, the diffusion coefficient is given by the above expression.

Another way to consider this is to use \(D_{pa}\) as the geometric mean of the ambient diffusion rate and the plasma diffusion rate.

This means that the diffusion coefficients in column 7 of Table C1 must be rescaled by \(T_p/T_a\). This is an important point which we must now incorporate. If the plasma temperature is 5000 K, and the ambient temperature is 250 K, the rescaling is a factor of 20. Additional terms may need to be considered, such as the different masses and radii of the ions relative to the neutrals, but these are less significant re-scalings. It should be noted that not all neutral molecules will be at the ambient temperature — those that suffered collisions with metal ions during the meteor entry will of course
be hot, but they will be similar in number to the ion density and thus many thousands of times fewer in number than the ambient neutrals. Successive collisions of the heated neutrals and ions with the ambient molecules will of course drive the whole system to an equilibrium temperature, but such an equilibrium occurs later and cannot be assumed yet.

However, we also need to recognize one more feature, namely that the plasma rapidly cools as it spreads. As it cools, the effective plasma diffusion coefficient also decreases, so the diffusion becomes less rapid. At the same time the neutral gas also becomes hotter, as the two species attempt to develop thermal equilibrium. The exact interaction is complex, though one can get some idea of the rate of transfer by assuming total heat content is conserved as the trail expands, so the temperature must fall off proportionally to the area of cross section of the trail. A detailed treatment of the evolution toward equilibrium is beyond the scope of this appendix: we will assume that the effective diffusion coefficient can be found as the geometric mean of the ambient and plasma diffusion rates and will then divide by a further factor of 2 to attempt to cover the slower diffusion later on.

Then we replace the diffusion coefficient in column 7 of Table C1 by $D_{pa} = (1/2)D_aT_p/T_a$, which is given in column 9. We will use $T_p = 5000\,\text{K}$ for a line density of $1.0 \times 10^{16}$, $4000\,\text{K}$ for a line density of $3.0 \times 10^{15}$, $3000\,\text{K}$ for a line density of $1.0 \times 10^{15}$, and $2000\,\text{K}$ for a line density of $2.4 \times 10^{14}$. These are guesses based partly on estimates of a max temperature of $5000\,\text{K}$ for an overdense meteor (Jenniskens and Stenbaek-Nielsen, 2004). An ambient temperature of $250\,\text{K}$ will be assumed. $D_{pa}$ is denoted as $D_{\text{plasamb}}$ in column 9. Diffusion timescales are then deduced in the same way as those given in column 8, but using the improved diffusion coefficients, and are shown in column 10.

The results shown in column 10 help us determine the meteors that the radar can detect. Meteors with timescales larger than 2 s will not be seen by the SKiYMET radars. Hence, meteors with line densities in excess of $1.0 \times 10^{16}$ electrons m$^{-1}$ will not be seen below 85 km altitude, and if even more dense then probably not below 90 km. Line densities below $3.0 \times 10^{15}$ will not be seen below 85 km.

We may therefore conclude that the vast majority of the “larger” meteors seen in our studies will not be overdense but will probably be transitional. Of course, the weaker ones will all be underdense. However, we will rarely see truly overdense meteors in our studies. This is an important point.
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