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Abstract. The performance of the Hakamada Akasofu-Fry, version 2 (HAFv.2) numerical model, which provides predictions of solar shock arrival times at Earth, was subjected to a statistical study to investigate those solar/interplanetary circumstances under which the model performed well/poorly during key phases (rise/maximum/decay) of solar cycle 23. In addition to analyzing elements of the overall data set (584 selected events) associated with particular cycle phases, sub-sets were formed such that those events making up a particular sub-set showed common characteristics. The statistical significance of the results obtained using the various sets/sub-sets was generally very low and these results were not significant as compared with the hit by chance rate (50%). This implies a low level of confidence in the predictions of the model with no compelling result encouraging its use. However, the data suggested that the success rates of HAFv.2 were higher when the background solar wind speed at the time of shock initiation was relatively fast. Thus, in scenarios where the background solar wind speed is elevated and the calculated success rate significantly exceeds the rate by chance, the forecasts could provide potential value to the customer. With the composite statistics available for solar cycle 23, the calculated success rate at high solar wind speed, although clearly above 50%, was indicative rather than conclusive. The RMS error estimated for shock arrival times for every cycle phase and for the composite sample was in each case significantly better than would be expected for a random data set. Also, the parameter “Probability of Detection, yes” (PODy) which presents the Proportion of Yes observations that were correctly forecast (i.e. the ratio between the shocks correctly predicted and all the shocks observed), yielded values for the rise/maximum/decay phases of the cycle and using the composite sample of 0.85, 0.64, 0.79 and 0.77, respectively. The statistical results obtained through detailed analysis of the available data provided insights into how changing circumstances on the Sun and in interplanetary space can affect the performance of the model. Since shock arrival predictions are widely utilized in making commercially significant decisions re. protecting space assets, the present detailed archival studies can be useful in future operational decision making during solar cycle 24. It would be of added value in this context to use Briggs-Rupert methodology to estimate the cost to an operator of acting on an incorrect forecast.

Keywords. Interplanetary physics (Interplanetary shocks; Solar wind plasma)

1 Introduction

As ground based and space borne technological systems advance continuously in complexity, they correspondingly become more vulnerable to the particle radiation hazards posed by solar variability. The need to successfully predict the
arrival at Earth of solar related disturbances is thus becoming of ever increasing importance with time in both technological and scientific arenas.

Since environmental conditions related to shock transit can vary over the course of a solar cycle (e.g. due to variations in the complexity of the interplanetary background; changing helio-latitudes of flare initiation etc.) it is important that statistical studies extend over at least a full solar cycle in order to determine if such variations can affect the forecast outcome.

1.1 Predictive models

Several numerical models which use solar observations as inputs to forecast the arrival at Earth of flare related shocks have been already described in the literature and their relative performances discussed (e.g. McKenna-Lawlor et al., 2006, and references therein). These models include the “Shock Time of Arrival”/STOA Model (Dryer and Smart, 1984; Smart and Shea, 1984, 1985); the “Interplanetary Shock Propagation”/ISPM Model (Smith and Dryer, 1990); and the “Hakamada-Akasofu-Fry version 2”/modified HAFv.2 model (Dryer et al., 2001, 2004; Fry et al., 2001, 2003, 2004, 2005, 2007; McKenna-Lawlor et al., 2002, 2006; Smith et al., 2003, 2004, 2005; Sun et al., 2002a, b, 2003). Overviews of the characteristics of these three models are provided in Sect. 2.

More recently Tóth et al. (2005) developed a 3-D, numerical, full MHD model with the capability to simulate observed CMEs as they are driven outwards magnetically from active regions in the low corona. The methodology utilized involves a framework (termed the Space Weather Modeling Framework) which was developed by members of the Center for Space Environment Modeling (CSEM) at the University of Michigan. This framework acts to couple together several codes that individually model segments of the complex physical domain that extends from the corona to the Earth’s upper atmosphere and beyond.

The CSEM methodology couples: numerical models of: the solar corona; an eruptive event generator; the inner heliosphere; solar energetic particles; the global magnetosphere; the inner magnetosphere; the radiation belts; ionospheric electrodynamics and the upper atmosphere to provide a composite high-performance model which was initially employed to model the major coronal mass ejection (CME) of 28 October 2003 that formed part of the well known sequence of “Halloween events” generated in solar Active Region 10486 (Tóth et al., 2007; Manchester et al., 2008).

The simulation created synthetic coronagraph images of the CME that were quantitatively compared with images recorded at L1 by the LASCO coronagraph aboard the SOHO spacecraft. These comparisons provided insights into the process of CME evolution that stimulated the development of improved global models of CME initiation. A method by Owens (2008) that combines remote and in situ measurements of coronal mass ejections to model their large scale structure was initially used to investigate the geometry of the December 1996 Ulysses-SOHO quadrature event and further modeling is ongoing.

A coupling framework under development at the Center for Integrated Space Weather Modeling at Boston University combines empirical, semi-empirical, and inverse models to construct a composite forecast model of the Sun-Earth system (Baker et al., 2004, 2007). See also methodologies that coupled (i) the coronal part of the Wang-Sheely-Arge model (Arge et al., 2004) with the ENLIL solar wind model (Odsrtil, 2003) and (ii) the coronal part of the MHD Around-A-Sphere model (Riley et al., 2001) with the ENLIL solar wind model to simulate the solar wind near the ecliptic plane at 1 AU (Lee et al., 2009). Preliminary testing of these ensembles involved comparing the predicted results with in situ measurements made at L1 during the declining phase of solar cycle 23.

Overall, steady progress is presently been made in modeling the Sun-Earth end-to-end system. In this connection the HAFv.2 model (Sect. 2) is currently being adapted to drive a 3-D MHD model by Detman et al. (2006) such that HAFv.2 is utilized to characterize the inner solar corona (from 2.5 Rs to 21.5 Rs) where the supersonic, super-Alfvénic, 3-D MHD model does not provide a solution.

The validation of various combinations of coupled codes is, at this time, a work in progress within the scientific community.

1.2 The present study

Shocks in the solar wind plasma and deformation of the ambient magnetic field associated with coronal mass ejections, stream-stream interactions and co-rotating interaction regions herald the occurrence of geomagnetic storms (Luhmann, 1997). Thus, the capability to forecast such events is critical to the establishment of successful space weather forecast capability.

A statistical study of circumstances under which the HAFv.2 model performed well/poorly in predicting shock arrivals at L1 during the rise and maximum phases of solar cycle 23 has already been carried out (McKenna-Lawlor et al., 2006) through subjecting to statistical analysis various event subsets within which the shocks recorded displayed common characteristics. In the present paper the data sample used is extended from the previous total of 339 events (February 1997–mid August 2002) to include a further 245 events recorded during the declining phase of the cycle (mid August 2002–December 2008). The performance of HAFv.2 in predicting shock arrival times at Earth in various subsets during this declining phase is investigated statistically and compared with corresponding data obtained during the previous two phases. Also, statistical results obtained through analyzing the total sample (584 events) are presented.
The data used when forming the various subsets were initially reported in three studies in which the individual shock arrival predictions of HAFv.2 were compared with in situ measurements made aboard spacecraft located at the L1 Lagrangian Point, which is located ∼0.01 AU to sunward of Earth (i.e. at a distance less than the resolution provided by the HAFv.2 model). The periods covered by these studies were:

**Study 1:** February 1997–October 2000 during the cycle rise time (173 events) (Fry et al., 2003)

**Study 2:** November 2000–mid August 2002 during cycle maximum (166 events) (McKenna-Lawlor et al., 2006)

**Study 3:** Mid August 2002 through December 2008 during cycle decay (245 events) (Smith et al., 2009)

The interested reader will find in these papers details of the individual shock events recorded during each cycle phase.

The methodology for measuring shock arrival times in data recorded by the “Solar Wind Experiment Proton Alpha Monitor” (SWEPAM) and the “Magnetometer Experiment” (MAG) aboard the “Advanced Composition Explorer” (ACE) spacecraft at L1 is already described in McKenna-Lawlor et al. (2006). It is noted that the shocks thereby identified in the ACE data were individually checked against complementary shock events measured at L1 by the Solar Heliospheric Observatory/SOHO spacecraft experimenters (available at http://umtol.umd.edu/pm/).

The shock events sourced from the three studies mentioned include only those for which coincident (within 1/2 h) radio and X-ray data were available in near real time among global observations reported by individual experimenters to the forecasters at the “Space Environment Centre” at Boulder, Colorado. Events involving estimated values were discarded from these data. The procedure used in selecting each of the individual shock events analyzed is not described here since this matter is already covered in detail by the authors of the three studies mentioned above. It is, however, worth pointing out that, since the same forecasters were involved in event selection during all three phases of solar cycle 23, the overall data set is a particularly uniform one.

### 1.3 Present study outline

Section 2 provides characteristics of the STOA, ISPM and HAFv.2 models. Also, a brief description is provided of how HAFv.2 is used to predict the arrival at Earth of interplanetary shocks in a “near real time” operational environment. Section 3 presents terminology originally developed by the metrological community to describe the success, or otherwise, of modeled weather predictions. These same terms are utilized in the present study to classify the performance of HAFv.2 shock predictions. Various parameters and skill scores used to evaluate the predictive results of the HAFv.2 model are introduced and an account presented of how the results obtained through statistical analysis can be evaluated in terms of a “Figure of Merit” (sr) and their statistical significance expressed using a $\chi^2$ test with significance levels for three degrees of freedom. Next, the criteria applied when forming subsets from the composite data set, such that the events making up particular sub-sets show common characteristics, are indicated and a list of the subsets selected for investigation provided.

In Sect. 4 the results obtained through subjecting the various sets and subsets defined in Sect. 3 to statistical analysis are presented and considered. In Sect. 5 aspects of the statistical results obtained are discussed. Also it is recommended that users of predictive results employ Briggs-Rupert (BR) methodology to calculate for individual predictions error estimates that indicate the cost to that user of acting on an incorrect forecast. The possible influence of changing solar/interplanetary conditions on the model predictions at different cycle phases is also considered. Conclusions are presented in Sect. 6.

### 2 Outline of the STOA, ISPM and HAFv.2 models

The STOA and ISPM models each require as input data the initial coronal shock velocity, as well as the piston driving time and location on the Sun of associated flares. STOA utilizes the solar wind velocity measured in situ at 1 AU (available in real time from the National Oceanic and Atmospheric Administration at Boulder) to estimate the “Parker-type”, spherically symmetric and polytropic solar wind velocity profile out to 1 AU, assuming that a uniform solar wind in heliolongitude is present upstream of the shock. If such measured data are not available a default value of 400 km s$^{-1}$ is adopted. ISPM, on the other hand, is based on a single background solar wind model with a representative solar wind speed of 360 km s$^{-1}$ at 1 AU. Neither STOA nor ISPM takes into account possible stream-stream interactions in Sun-Earth space. Thus, if a prior shock event has occurred within 24 h the predictions of the models are rendered uncertain, due to the possibility that temporally close solar wind events may interact.

Shock Arrival Times (SATs) are estimated by STOA through computing predicted solar wind speed, density and dynamic pressure for several future days. These temporal profiles of simulated shock speed, relative to the ambient, Parker-type, solar wind speed, are then scanned automatically to calculate the magneto-acoustic Mach Number (Ma) at the Earth’s position, using a representative value of the interplanetary magnetic field (IMF). Values of Ma < 1 indicate that the shock has decayed to an MHD wave.

SATs are determined by ISPM through again making advance computations of the solar wind speed, density and dynamic pressure. The simulated dynamic pressure is then scanned automatically to calculate a shock strength index (SSI) such that $SSI = \log (\Delta P/P_{\text{min}})$, where $P$ is the...
dynamic pressure; \( \Delta P \) is the difference in pressure during consecutive time steps and \( P_{\text{min}} \) is the minimum pressure for these time steps. \( SSI = 0 \) represents a threshold value equivalent to the limit \( Ma = 1 \) below which shocks decay to an MHD wave (Dryer, 1974).

HAFv.2 uses the same observational inputs as STOA and ISPM but differs from these models in the way the background solar wind is treated. HAFv.2 utilizes a model of the inhomogeneous, ambient, solar wind that affects the propagation of disturbances from the Sun to Earth. Realistic inner boundary conditions are used to determine the background solar wind flow, as well as the relevant IMF morphology (see below). The model is particularly useful in that it provides, based on its input solar parameters, information concerning the non-uniform conditions prevailing in the heliosphere through which particular solar shocks propagate (McKenna-Lawlor et al., 2002, 2006). In addition, it monitors how the point which links the interplanetary magnetic field/IMF lines with the shock (which is called the COB/Connection with OBserver point following Lario et al., 1998), changes its location progressively, thereby influencing the local rise times of individual temporal flux enhancements.

HAFv.2 presents an advantage over STOA and ISPM in that, through estimating solar wind propagation in a realistic solar wind matrix, it can indicate if stream-stream interactions were present upstream of Earth (Fry et al., 2001). Also, it provides a means of distinguishing solar event driven shocks from those generated by the passage of co-rotating interaction regions (McKenna-Lawlor et al., 2006). These advantages have prompted its present use for predictive purposes by the United States Airforce although its predictive capability is not significantly better than that of STOA and ISPM.

2.1 Application of HAFv.2 in an operational environment

HAFv2 comprises a 3-D code which models the non-uniform flow of the solar wind, the IMF and the plasma speed and plasma density as fluid parcels that are projected outward from a Sun-centered, spherical, rotating surface located at 2.5 Rs. The model is kinematic in that it kinetically projects the flow of the solar wind from inhomogeneous sources near the Sun outward into interplanetary space. It is “modified” in that it adjusts the flow for stream-stream interactions as faster plasma catches up with slower plasma. Potential Field Source Surface maps available from the Space Environment Centre provide solar wind speed and radial magnetic field at the HAFv.2 inner boundary which is set at 2.5 Rs (Wang and Sheeley, 1990; Arge and Pizzo, 2000). These data are continuously updated (website: http://www.sec.noaa.gov) to reflect ongoing changes in solar circumstances, so that the background solar wind can be estimated at specific user locations having regard to ongoing changes at the inner boundary of the model.

Transient events are modeled by superposing pulses on the prevailing (background) solar wind. The input parameters associatively used are:

- Optical/X-ray event start time (within up to 0.5 h of the accompanying shock start)
- Disk location of the parent solar event
- Event duration (proxy piston driving time of shock: determined from the GOES soft X-ray profile of the flare)
- Shock start (determined from metric Type II radio burst data)
- Initial speed (\( V_s \)) of the shock near the Sun (estimated from reported metric Type II speed, or plane of the sky CME speed)

Information concerning the limitations inherent in the use of these various kinds of data is contained in McKenna-Lawlor et al. (2006).

Predicted shock arrival times are extracted from automatic scans of the temporal profiles of the simulated terrestrial dynamic pressure using a Shock Search Index (SSI) such that: \( SSI = \log (\Delta P / P_{\text{min}}) \), where \( P \) is either the dynamic pressure or the momentum flux; \( \Delta P \) is the difference in \( P \) during consecutive 1 h time steps, and \( P_{\text{min}} \) is the minimum \( P \) value for these time steps. \( SSI = 0 \) represents a threshold value equivalent to the limit \( Ma = 1 \) below which shocks decay to an MHD wave. The threshold adopted can be pre-set to provide an optimum value for a particular phase of the solar cycle.

HAFv.2 provides the solar wind speed, density, dynamic pressure and IMF vector at selected locations in the heliosphere (in the present instance at Earth). For further details see Hakamada and Akasofu (1982), Sun et al. (1985) and Fry et al. (2001). It is noted that the model has also shown success in predicting shock arrivals at Mars and Venus (McKenna-Lawlor et al., 2005, 2008) and this predictive capability is presently being tested using improved statistics.

3 Classification of the success of predicted shock arrival times

The success of predicting shock arrival times at L1 can be expressed through adopting standard meteorological terminology (Schafer, 1990). In the present text the following fundamental definitions described by Smith et al. (2009) are adopted in classifying the Hits (h), False Alarms (fa), Misses (ms, mf) and Correct Nulls (cn, cn/ int) in the present sample of 584 events.
considered by McKenna-Lawlor et al. (2006) and it was of increasing/decreasing the size of the hit window was also in a HAFv.2 context by Mozer and Briggs (2003). The effect of this and other possible hit windows were discussed earlier. A 24-h window is adopted as a general working parameter.

Table 1. Definitions of various meteorological standard forecast skill scores used to evaluate the performance of numerical predictive models. These constitute various combinations of the contingency values and the specific parameter of interest to a user depends on the needs of that particular user.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of detection, Yes</td>
<td>PODy ( \frac{a}{a + c} )</td>
</tr>
<tr>
<td>Probability of detection, No</td>
<td>PODn ( \frac{d}{b + d} )</td>
</tr>
<tr>
<td>False alarm ratio</td>
<td>FAR ( \frac{b}{a + b} )</td>
</tr>
<tr>
<td>Bias</td>
<td>BIAS ( \frac{(a + b)}{(a + c)} )</td>
</tr>
<tr>
<td>Critical success index</td>
<td>CSI ( \frac{a}{a + b + c} )</td>
</tr>
<tr>
<td>True skill statistic</td>
<td>TSS ( \frac{(PODy + PODn - 1)}{C2} )</td>
</tr>
<tr>
<td>Heidke skill score</td>
<td>HSS ( \frac{(a + d - C1)/ (N - C1)}{C1 - C2} )</td>
</tr>
<tr>
<td>Gilbert skill score</td>
<td>GSS ( \frac{(a - C2)/(a + b + c - C2)}{C2} )</td>
</tr>
</tbody>
</table>

where \( a = h; b = fa; c = mc; d = cn; N = (a + b + c + d) \) is the total number of events; \( C1 = C2 + (b + d)(c + d)/N \) is the number of events (h + cn) expected to be correct by chance. \( C2 = (a + c)/(a + b) \) is the number of hits expected to occur by chance.

Hit (h): Shock observed within ±24 h of the predicted shock.
False Alarm (fa): Shock predicted but not observed within 1–5 days of the solar event.
Miss (ms): A shock not predicted but observed within 1–5 days of the solar event (i.e. it was preceded by a solar event but not predicted properly).
Miss/FA (mf): A shock both predicted and observed but not within 24 h of each other. These can be indicated by both “miss” and “false alarm” but are added to the miss category when computing statistics.
Correct Null (cn): No shock predicted and none detected within 1–5 days of the solar event.

A 24-h window is adopted as a general working parameter. This and other possible hit windows were discussed earlier in a HAFv.2 context by Mozer and Briggs (2003). The effect of increasing/decreasing the size of the hit window was also considered by McKenna-Lawlor et al. (2006) and it was demonstrated by the latter authors that the success rate of HAFv.2 was substantially lower when the hit window was reduced to 12 h. In addition it was demonstrated that the hit window should not be extended above 36 h since, at very wide time intervals, some of the events formerly classed as misses become hits.

The statistical parameters used to evaluate the performance of a predictive model may be derived through forming various combinations of the basic hit/false alarm/miss/correct null categories. For convenience these are individually assigned contingency values \( a, b, c, d \) \[ a = \text{number of hits (forecast yes, observed yes); } b = \text{false alarms (forecast yes, observed no); } c = \text{misses and } d = \text{correct nulls (good predictions, forecast no, observed no)} \] for events in a particular data set \( N \) (where \( N = a + b + c + d \)).

Parameters used to evaluate the predictive results of the HAFv.2 model in association with different solar cycle phases are defined in Table 1. These standard skill scores are composed of various combinations of the contingency values and the specific parameter of interest to a user depends on the individual needs of that user.

For instance, the Probability of Detection, yes (PODy) parameter gives the ratio between the shocks correctly predicted and all the shocks observed. Thus a value of 1 indicates that all the observed shocks were correctly forecast.

If a user is in particular interested in avoiding false alarms, the “Probability of Detection, no” (PODn) parameter (Table 1) which compares the numbers of correct nulls and false alarms is of special importance. A value of PODn = 1 means that the predictions were completely successful (no false alarms and at least one correct null). A value of PODn = 0 indicates that there were no correct nulls and at least one false alarm. For the composite sample PODn was 0.41.
The “False Alarm Ratio”, FAR, compares false alarms with hits. Here the prediction would be fully successful (no false alarms and at least one hit) if FAR = 0, whereas FAR approaching 1 would indicate that there were fewer hits than false alarms.

The standard skill scores are useful as broad indicators of the performance of a forecast system. However, it is pointed out that among the various standard parameters listed in Table 1 only PODn, the “True Skill Statistic” TSS and the “Heidke Skill Score” HSS involve correct nulls. An additional measure is thus introduced to describe the success rates of the predictions relative to the measurements. This percentage success rate in forecasting (sr), which is sometimes referred to as the “Figure of Merit”, is defined by:

\[ sr = \frac{(h + cn) \times 100}{N} \]

A \(\chi^2\) test may be applied to the result such that:

\[ \chi^2 = \frac{\sum (O - E)^2}{E}, \]

where \(O\) represents the numbers contained in the event tables, and \(E\) is estimated using the formulae:

\[
\begin{align*}
\text{for h:} & \quad \frac{(a + c)(a + b)}{N} \\
\text{for fa:} & \quad \frac{(a + b)(b + d)}{N} \\
\text{for m:} & \quad \frac{(a + c)(c + d)}{N} \\
\text{for cn:} & \quad \frac{(b + d)(c + d)}{N}
\end{align*}
\]

It is noted that \((O - E)\) is the same for all four quantities and is given by \((ad - bc)/N\). \(P\) values are estimated in the present case for three degrees of freedom. A value of \(p_3 < 0.05\) indicates a high level of significance while \(0.05 < p_3 < 0.2\) indicates a lesser, but still acceptable, level of significance.

### 3.1 Formation of data subsets

Since the overall data set includes shocks that were generated during different phases of solar cycle 23 and thus subsequently travelled to Earth under different interplanetary conditions, sub-sets were constructed such that the events making up a particular sub-set showed common characteristics.

The subsets selected for investigation comprise shocks events associated with
- Minor flares (subflares)
- Flares with short (\(\tau \leq 20\) m) proxy piston driving times
- Events with solar wind background \(>400\) km s\(^{-1}\) and \(\leq400\) km s\(^{-1}\)
- Flares originating at heliolongitudes \(>20^\circ\) and \(\leq20^\circ\)
- Shocks with speeds \(<1200\) km s\(^{-1}\) at heliolongitudes \(>20^\circ\)
- Shocks with speeds \(<1200\) km s\(^{-1}\) at heliolongitudes \(\geq80^\circ\)

### Table 2. Overview of the values of a range of statistical parameters derived using the HAFv.2 model for the key phases of solar cycle 23 and for the total cycle.

<table>
<thead>
<tr>
<th>Probability of detection, yes (PODy)</th>
<th>All</th>
<th>Rise</th>
<th>Max</th>
<th>Decl</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.77</td>
<td>0.85</td>
<td>0.64</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>Probability of detection, no (PODn)</td>
<td>0.41</td>
<td>0.32</td>
<td>0.45</td>
<td>0.44</td>
</tr>
<tr>
<td>False alarm ratio (FAR)</td>
<td>0.54</td>
<td>0.55</td>
<td>0.64</td>
<td>0.48</td>
</tr>
<tr>
<td>Bias (BIAS)</td>
<td>1.69</td>
<td>1.90</td>
<td>1.75</td>
<td>1.53</td>
</tr>
<tr>
<td>Critical success index (CSI)</td>
<td>0.40</td>
<td>0.42</td>
<td>0.30</td>
<td>0.45</td>
</tr>
<tr>
<td>True skill statistic (TSS)</td>
<td>0.18</td>
<td>0.18</td>
<td>0.09</td>
<td>0.23</td>
</tr>
<tr>
<td>Heidke skill score (HSS)</td>
<td>0.16</td>
<td>0.16</td>
<td>0.07</td>
<td>0.22</td>
</tr>
<tr>
<td>Gilbert skill score (GSS)</td>
<td>0.09</td>
<td>0.09</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>Number in each set (N)</td>
<td>584</td>
<td>173</td>
<td>166</td>
<td>245</td>
</tr>
<tr>
<td>Root mean square of DT, hours</td>
<td>11.4</td>
<td>11.6</td>
<td>11.4</td>
<td>10.6</td>
</tr>
<tr>
<td>Average of (</td>
<td>DT</td>
<td>), hours</td>
<td>9.3</td>
<td>9.6</td>
</tr>
<tr>
<td>% corrects: ((h + cn)/100)/N</td>
<td>55%</td>
<td>53%</td>
<td>51%</td>
<td>59%</td>
</tr>
<tr>
<td>% of events followed by observed shock = 100 \cdot (h + m)/N</td>
<td>39%</td>
<td>39%</td>
<td>33%</td>
<td>43%</td>
</tr>
<tr>
<td>% of observed shocks well-predicted = 100 \cdot h/(h + m)</td>
<td>77%</td>
<td>85%</td>
<td>64%</td>
<td>79%</td>
</tr>
</tbody>
</table>

### 4 Results of the statistical analysis of data recorded during the rise/max/decay phases of solar cycle 23 as well as using the composite sample

An overview of values obtained using the HAFv.2 model for a range of statistical parameters estimated over the key phases of solar cycle 23 is presented in Table 2. The right hand column gives the values for the declining phase of the cycle and these are compared in the table with corresponding values for the maximum and rise phases as well as for the composite sample.

These verification statistics are of potential value to users making commercial decisions based on new predictions obtained during solar cycle 24. It is shown in Table 2 that the parameter “Probability of Detection, yes” (PODy) which presents the Proportion of Yes observations that were correctly forecast (i.e. the ratio between the shocks correctly predicted and all the shocks observed, so that a value of 1 indicates that all the observed shocks were correctly predicted) yielded a value during the cycle rise phase of 0.85. During the maximum phase it was 0.64 and during the declining phase 0.79. For the composite sample the corresponding value was 0.77.

In Table 3, summary data concerning the performance of HAFv.2 with regard to 245 events recorded during the decay phase of solar cycle 23 are compared with complementary data reported by McKenna-Lawlor et al. (2006) for the rise phase (173 events) and maximum phase (166). Data for the composite sample (584 events) are also shown.
Table 3. Summary information concerning the performance of the HAFv.2 model with respect to data measured during the key (rise/max/decline) phases of solar cycle 23 and over the total cycle.

<table>
<thead>
<tr>
<th>Status</th>
<th>Nr. of events</th>
<th>(h)</th>
<th>(fa)</th>
<th>(cn)</th>
<th>(m)</th>
<th>(h/m)</th>
<th>(sr)</th>
<th>$\chi^2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle rise</td>
<td>173</td>
<td>58</td>
<td>71</td>
<td>34</td>
<td>10</td>
<td>5.8</td>
<td>53</td>
<td>6.80</td>
<td>0.009</td>
</tr>
<tr>
<td>Cycle max</td>
<td>166</td>
<td>35</td>
<td>61</td>
<td>50</td>
<td>20</td>
<td>1.7</td>
<td>51</td>
<td>1.14</td>
<td>0.286</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>245</td>
<td>83</td>
<td>78</td>
<td>62</td>
<td>22</td>
<td>3.8</td>
<td>59</td>
<td>14.50</td>
<td>0.0001</td>
</tr>
<tr>
<td>Composite</td>
<td>584</td>
<td>176</td>
<td>210</td>
<td>146</td>
<td>52</td>
<td>3.4</td>
<td>55</td>
<td>20.55</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

It is seen that a relatively large number of events were recorded during the decay phase and that the hit rate was greatest at that time. The (sr) values for the rise/max/decay phases and for the composite sample were 53 %, 51 %, 59 % and 55 %, respectively. The results obtained for the rise and decay phases and for the composite sample are of high statistical significance. The result obtained during cycle maximum is marginally of statistical significance (see the discussion in Sect. 5.2).

In what follows, statistical results obtained through analyzing the subsets described in Sect. 3.2 are presented.

4.1 Statistics of minor flare events

Flare data used in the present study were taken from reports of X-ray image measurements made by the “Soft X-ray Imager” (SXI) aboard the GOES spacecraft. In this list, X-ray flare intensity is expressed in terms of the letters A, B, C, M and X, where $A = 1 \times 10^{-8}$ (W m$^{-2}$); $B = 1 \times 10^{-7}$ (W m$^{-2}$); $C = 1 \times 10^{-6}$ (W m$^{-2}$); $M = 1 \times 10^{-5}$ (W m$^{-2}$) and $X = 1 \times 10^{-4}$ (W m$^{-2}$). In addition, each letter has nine subdivisions (C1–C9).

Optical flares (recorded routinely by the United States Air Force SOON stations and reported to the Space Environment Services Center at Boulder) are classified in another way. Importance 0 (sub-flares are usually designated by S) and display an area $\leq 2$ hemispheric square degrees while importance 1 flares have areas in the range: 2.1–5.1 square degrees (where one square degree $= 1.214 \times 10^4$ km$^2 = 48.5$ millionths of the visible solar hemisphere). A brightness qualifier (F – faint, N – normal and B – brilliant) is generally added to the number that indicates area.

As noted by McKenna-Lawlor et al. (2006), optical events of class SF can be variously associated in the reported data with X-ray events of classes C, M and X. Geometrical effects at the limb and poor seeing contribute to the differences concerned. In view of this inherent variability, the data set is not tested here for the effect of optical sub-flares but only with respect to minor flares of X-ray classes C1–C9.

Table 4 provides an overview of the performance of the HAFv.2 model with respect to predicting SATs associated with minor X-ray flares during the key phases of solar cycle 23, and also over the complete cycle.

It is seen that very similar numbers of minor flares occurred during each cycle phase. Also, that each of these subsets was associated with a large number of false alarms. Less than half the number of hits were scored during cycle maximum than were scored during cycle rise and decay. Also, at the time of cycle maximum the number of misses was relatively high. This latter result may reflect the inhomogeneous character of the interplanetary medium at the time of cycle maximum.

The data indicate overall that events that are relatively minor at X-ray wavelengths cannot not be presupposed not to produce a shock at L1 and thus their potential contribution cannot be neglected This is in accord with an earlier statement by Fry et al. (2003) based on rise phase data that, while the HAFv.2 false alarm rate could be reduced by routinely predicting “no shock” for minor optical flare events (classes SF, SN, SB and 1N), a number of “hits” then became “misses”, thereby degrading the forecast skill scores already obtained. In these circumstances it was recommended to the forecasters not to use flare classification as a basis for yes/no shock arrival decisions.

The statistical level of the results obtained in this category was low overall. The figure of merit for the composite sample was $sr = 53 \%$ with $p_3 = 0.1392$ and it is noted that the large number of correct nulls identified contributed to producing this result.

4.2 The statistics of short ($\tau \leq 20\text{ m}$) proxy piston driving times

In the HAFv.2 model, the temporal profile of the shock speed at the Sun is considered to be governed by a time constant ($\tau$) that appears in the exponential expression:

$$V(t) = V_e(t/\tau) \exp(1-t/\tau)$$  \hspace{1cm} (7)

where the $\tau$ value is a proxy diagnostic, determined from the integrated X-ray flux in the 1–8 Å channel of the GOES spacecraft (Akasofu, 2001). This parameter is estimated, on a logarithmic flux scale, to be the time duration measured at one-half the distance from the pre-event background level to the peak. The shock speed rises exponentially to an assumed maximum ($V_e$) and, thereafter, falls to a final decayed value of the background solar wind speed.
Table 4. Performance of the HAFv.2 model with respect to the prediction of SATs in association with a population of minor flares of X-ray classes C1-C9 during the key phases of solar cycle 23 and during the total cycle.

<table>
<thead>
<tr>
<th>Status</th>
<th>Nr. of events</th>
<th>(h)</th>
<th>(fa)</th>
<th>(cn)</th>
<th>(m)</th>
<th>(h/m)</th>
<th>(sr)</th>
<th>$\chi^2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle rise</td>
<td>61</td>
<td>15</td>
<td>29</td>
<td>15</td>
<td>2</td>
<td>7.5</td>
<td>49</td>
<td>3.05</td>
<td>0.3840</td>
</tr>
<tr>
<td>Cycle max</td>
<td>69</td>
<td>6</td>
<td>22</td>
<td>33</td>
<td>8</td>
<td>0.7</td>
<td>57</td>
<td>0.04</td>
<td>0.9979</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>67</td>
<td>17</td>
<td>28</td>
<td>18</td>
<td>4</td>
<td>4.3</td>
<td>52</td>
<td>2.64</td>
<td>0.4505</td>
</tr>
<tr>
<td>Composite</td>
<td>197</td>
<td>38</td>
<td>79</td>
<td>66</td>
<td>14</td>
<td>2.7</td>
<td>53</td>
<td>5.49</td>
<td>0.1392</td>
</tr>
</tbody>
</table>

Table 5. Performance of the HAFv.2 model with respect to predicting SATs in association with a population of shocks with short ($\tau \leq 20$ min) proxy piston driving times during the key phases of solar cycle 23 and during the total cycle.

<table>
<thead>
<tr>
<th>Status</th>
<th>Nr. of events</th>
<th>(h)</th>
<th>(fa)</th>
<th>(cn)</th>
<th>(m)</th>
<th>(h/m)</th>
<th>(sr)</th>
<th>$\chi^2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle rise</td>
<td>41</td>
<td>9</td>
<td>20</td>
<td>11</td>
<td>1</td>
<td>9.0</td>
<td>49</td>
<td>2.38</td>
<td>0.4974</td>
</tr>
<tr>
<td>Cycle max</td>
<td>54</td>
<td>4</td>
<td>23</td>
<td>20</td>
<td>7</td>
<td>0.6</td>
<td>44</td>
<td>1.03</td>
<td>0.7940</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>33</td>
<td>4</td>
<td>16</td>
<td>11</td>
<td>2</td>
<td>2.0</td>
<td>45</td>
<td>0.11</td>
<td>0.9906</td>
</tr>
<tr>
<td>Composite</td>
<td>128</td>
<td>17</td>
<td>59</td>
<td>42</td>
<td>10</td>
<td>1.7</td>
<td>46</td>
<td>0.18</td>
<td>0.9808</td>
</tr>
</tbody>
</table>

In the light of the relatively frequent occurrence of shock events featuring very short (proxy) driving times ($\tau$), a subset was formed to include cases where $\tau \leq 20$ min. Table 5 shows the performance of the HAFv.2 model with respect to these events during the key phases of solar cycle 23 and during the overall cycle.

These data indicate that if such events were excluded there would be a substantial reduction in the successful prediction of hits by HAFv.2, particularly during the cycle rise phase, and it cannot be assumed if $\tau \leq 20$ min. for a particular event that no shock will follow. It is, however, noted that the number of false alarms substantially exceeded the hit rate in each cycle phase. Also, that there were substantially fewer events (33) with short driving times in the decay phase than during the rise (41) and maximum phases (54), with the largest number of events recorded during cycle maximum. This may reflect the nature of the flaring produced as the cycle evolved. Further, the fact that more than twice as many hits were registered during the rise time than during other cycle phases suggests that the changing state of complexity of the interplanetary medium as the cycle progressed may have played a role in the overall outcome.

The (sr) values obtained for the key phases of the cycle and for the composite sample were low (49%, 44%, 45% and 46%, respectively) and application of a $\chi^2$ test to the predictions indicates that the results obtained in this category were not statistically significant. It is pointed out here that, in the modeling process, the power exerted is assumed in each case to be continuous throughout $\tau$ (i.e. a piston driven shock is assumed, before it decays, to be impelled away from the Sun throughout $\tau$ at its initially measured Type II speed). This is presently only an assumption and it may be that lack of justification of this hypothesis is responsible for the poor result obtained in this category.

4.3 Statistics of the background solar wind speed

To determine if the speed of the background solar wind affected model performance, shocks recorded during solar cycle 23 were divided between those for which the background solar wind speed was $>400$ km s$^{-1}$ at the time of shock initiation and those for which it was $\leq 400$ km s$^{-1}$ (Table 6, top/bottom).

Table 6 (top) shows that twice as many shocks (180) were recorded during solar cycle decay than were detected during the other two cycle phases (80, 82) when the solar wind was relatively fast. The performance of the model during the decay phase under elevated solar wind conditions was characterized by an (sr) rate of 62% and showed a high level of statistical significance due to the accompanying high hit (h) and correct null (cn) rates, although there was an accompanying high false alarm (fa) rate. The success rate (sr) was $\geq 55\%$ during each of the cycle phases. The result obtained using the composite sample showed, with high significance, that relatively fast solar wind speed was characterized by a 58% success rate.

When, on the other hand, the solar wind speed was $\leq 400$ km s$^{-1}$ (Table 6, bottom) the number of events recorded during solar cycle decay (63) was substantially lower than was the case during its complementary rise and maximum phases (93, 84). The success rate of the model in these circumstances was of the order of 50% while the statistical significance of the results obtained was very low overall.

These data indicate that the success rates of HAFv.2 were higher when the background solar wind speed at the time of shock initiation was relatively fast.
Table 6. Performance of the HAFv.2 model with respect to the speed of the background solar wind during the key phases of solar cycle 23 and during the total cycle. The top four panels show the statistics when the speed was >400 km s\(^{-1}\) and the bottom four panels when it was \(\leq 400\) km s\(^{-1}\) at the times of shock initiation.

<table>
<thead>
<tr>
<th>Status</th>
<th>Nr. of events</th>
<th>(h)</th>
<th>(fa)</th>
<th>(cn)</th>
<th>(m)</th>
<th>(h/m)</th>
<th>(sr)</th>
<th>(\chi^2)</th>
<th>(p_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar Wind Speed &gt;400 km s(^{-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle rise</td>
<td>80</td>
<td>26</td>
<td>31</td>
<td>18</td>
<td>5</td>
<td>5.2</td>
<td>55</td>
<td>3.94</td>
<td>0.2680</td>
</tr>
<tr>
<td>Cycle max</td>
<td>82</td>
<td>20</td>
<td>30</td>
<td>25</td>
<td>7</td>
<td>2.9</td>
<td>55</td>
<td>2.90</td>
<td>0.4073</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>180</td>
<td>68</td>
<td>56</td>
<td>43</td>
<td>13</td>
<td>5.2</td>
<td>62</td>
<td>15.59</td>
<td>0.0014</td>
</tr>
<tr>
<td>Composite</td>
<td>342</td>
<td>114</td>
<td>117</td>
<td>86</td>
<td>25</td>
<td>4.6</td>
<td>58</td>
<td>22.36</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Solar Wind Speed (\leq 400) km s(^{-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle rise</td>
<td>93</td>
<td>32</td>
<td>40</td>
<td>16</td>
<td>5</td>
<td>6.4</td>
<td>52</td>
<td>2.88</td>
<td>0.4105</td>
</tr>
<tr>
<td>Cycle max</td>
<td>84</td>
<td>15</td>
<td>31</td>
<td>25</td>
<td>13</td>
<td>1.2</td>
<td>48</td>
<td>0.02</td>
<td>0.9993</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>63</td>
<td>14</td>
<td>21</td>
<td>19</td>
<td>9</td>
<td>1.6</td>
<td>52</td>
<td>0.41</td>
<td>0.9382</td>
</tr>
<tr>
<td>Composite</td>
<td>240</td>
<td>61</td>
<td>92</td>
<td>60</td>
<td>27</td>
<td>2.3</td>
<td>50</td>
<td>1.86</td>
<td>0.6020</td>
</tr>
</tbody>
</table>

Table 7. Performance of the HAFv.2 model with respect to shocks associated with flares located at helio-longitudes \(>20^\circ\) (top four panels) and at heliolongitudes \(\leq 20^\circ\) (bottom four panels) during each of the key phases of solar cycle 23 and during the total cycle.

<table>
<thead>
<tr>
<th>Status</th>
<th>Nr. of events</th>
<th>(h)</th>
<th>(fa)</th>
<th>(cn)</th>
<th>(m)</th>
<th>(h/m)</th>
<th>(sr)</th>
<th>(\chi^2)</th>
<th>(p_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar longitude (&gt;20^\circ)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle rise</td>
<td>125</td>
<td>32</td>
<td>55</td>
<td>32</td>
<td>6</td>
<td>5.3</td>
<td>51</td>
<td>5.50</td>
<td>0.1386</td>
</tr>
<tr>
<td>Cycle max</td>
<td>117</td>
<td>24</td>
<td>36</td>
<td>44</td>
<td>13</td>
<td>1.8</td>
<td>58</td>
<td>3.40</td>
<td>0.3340</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>182</td>
<td>55</td>
<td>56</td>
<td>51</td>
<td>20</td>
<td>2.8</td>
<td>58</td>
<td>8.17</td>
<td>0.0426</td>
</tr>
<tr>
<td>Composite</td>
<td>424</td>
<td>111</td>
<td>147</td>
<td>127</td>
<td>39</td>
<td>2.8</td>
<td>56</td>
<td>16.86</td>
<td>0.0008</td>
</tr>
<tr>
<td>Solar longitude (\leq 20^\circ)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle rise</td>
<td>48</td>
<td>26</td>
<td>16</td>
<td>2</td>
<td>4</td>
<td>6.5</td>
<td>58</td>
<td>0.05</td>
<td>0.9971</td>
</tr>
<tr>
<td>Cycle max</td>
<td>49</td>
<td>11</td>
<td>25</td>
<td>6</td>
<td>7</td>
<td>1.6</td>
<td>35</td>
<td>2.22</td>
<td>0.5280</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>63</td>
<td>28</td>
<td>22</td>
<td>11</td>
<td>2</td>
<td>14.0</td>
<td>62</td>
<td>6.82</td>
<td>0.0779</td>
</tr>
<tr>
<td>Composite</td>
<td>160</td>
<td>65</td>
<td>63</td>
<td>19</td>
<td>13</td>
<td>5.0</td>
<td>53</td>
<td>1.06</td>
<td>0.7867</td>
</tr>
</tbody>
</table>

4.4 Statistics of shock arrivals from flares originating at heliolongitudes \(>20^\circ\) and \(\leq 20^\circ\)

The performance of HAFv.2 with respect to shocks originating from flares at heliolongitudes \(>20^\circ\) and \(\leq 20^\circ\) was next investigated (Table 7).

These data show that a substantially higher number of measured events originated at high than at low helio-longitudes (424 vs. 160) during solar cycle 23. In each case a preponderance of events occurred during the decay phase. During this latter phase, although there was in each instance a large number of false alarms, the success rate was 58 % at high solar longitudes and 62 % at low solar longitudes, each with a high level of statistical significance.

4.5 Statistics of shocks with speeds \(<1200\) km s\(^{-1}\) at helio-longitudes \(>20^\circ\)

Since the results provided in Table 7 were noted to pertain to a mixed population of fast and slow shocks, the effect of shock speed on the statistical outcome was next investigated. Table 8, presents statistical results concerning the number of shocks with speeds \(<1200\) km s\(^{-1}\) originating at helio-longitudes \(>20^\circ\) during the key phases of the cycle and over the full cycle. Those high speed shocks recorded close to central meridian (\(<20^\circ\)) were found not to be suitable for statistical analysis due to their very low number and they are not considered further here.

Table 8 shows that the number of hits recorded for relatively low speed shocks during the rise and decay phases of the solar cycle were greater by a factor of two than was the case at solar maximum. The cn rate substantially exceeded the hit rate in all cycle phases. This category was associated with a high number of false alarms. Predictions associated with the composite sample (327 events) were characterized by an (sr) value of 56 % and the result was statistically significant, primarily due to the high cn rate.

4.6 Statistics of shocks with speeds \(<1200\) km s\(^{-1}\) at heliolongitudes \(\geq 80^\circ\)

During the rise phase of the cycle shock speeds in the sample ranged between 500–1400 km s\(^{-1}\) with 86 % displaying speeds \(<1000\) km s\(^{-1}\). At solar maximum the speed range
Table 8. Performance of the HAFv.2 model with respect to shocks with speeds $<1200 \text{ km s}^{-1}$ at helio-longitudes $>20^\circ$ during each of the key phases of solar cycle 23 and during the total cycle.

<table>
<thead>
<tr>
<th>Status</th>
<th>Nr. of events</th>
<th>(h)</th>
<th>(fa)</th>
<th>(cn)</th>
<th>(m)</th>
<th>(h/m)</th>
<th>(sr)</th>
<th>$\chi^2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle rise</td>
<td>109</td>
<td>28</td>
<td>45</td>
<td>32</td>
<td>4</td>
<td>7.0</td>
<td>51</td>
<td>8.63</td>
<td>0.0346</td>
</tr>
<tr>
<td>Cycle max</td>
<td>95</td>
<td>13</td>
<td>31</td>
<td>42</td>
<td>9</td>
<td>1.4</td>
<td>58</td>
<td>1.87</td>
<td>0.5998</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>123</td>
<td>26</td>
<td>38</td>
<td>41</td>
<td>18</td>
<td>1.4</td>
<td>54</td>
<td>1.37</td>
<td>0.7126</td>
</tr>
<tr>
<td>Composite</td>
<td>327</td>
<td>67</td>
<td>114</td>
<td>115</td>
<td>31</td>
<td>2.2</td>
<td>56</td>
<td>9.60</td>
<td>0.0223</td>
</tr>
</tbody>
</table>

Table 9. Performance of the HAFv.2 model with respect to shocks with speeds $<1200 \text{ km s}^{-1}$ originating at helio-longitudes $>80^\circ$ during each of the key phases of solar cycle 23 and during the total cycle.

<table>
<thead>
<tr>
<th>Status</th>
<th>Nr. of events</th>
<th>(h)</th>
<th>(fa)</th>
<th>(cn)</th>
<th>(m)</th>
<th>(h/m)</th>
<th>(sr)</th>
<th>$\chi^2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle rise</td>
<td>21</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>2</td>
<td>2.5</td>
<td>66</td>
<td>2.40</td>
<td>0.4936</td>
</tr>
<tr>
<td>Cycle max</td>
<td>21</td>
<td>1</td>
<td>7</td>
<td>10</td>
<td>3</td>
<td>0.3</td>
<td>52</td>
<td>0.35</td>
<td>0.9504</td>
</tr>
<tr>
<td>Cycle decay</td>
<td>47</td>
<td>13</td>
<td>16</td>
<td>15</td>
<td>3</td>
<td>4.3</td>
<td>60</td>
<td>3.93</td>
<td>0.2691</td>
</tr>
<tr>
<td>Composite</td>
<td>89</td>
<td>19</td>
<td>28</td>
<td>34</td>
<td>8</td>
<td>2.4</td>
<td>60</td>
<td>4.79</td>
<td>0.1878</td>
</tr>
</tbody>
</table>

spanned $398–2900 \text{ km s}^{-1}$ with $\sim 57\%$ displaying speeds $<1000 \text{ km s}^{-1}$. In the decay phase the speeds spanned $325–3000 \text{ km s}^{-1}$ with $55\%$ showing speeds $<1000 \text{ km s}^{-1}$.

Since a high proportion of the shocks arriving at the Earth from limb events were relatively slow, particularly during the rise phase of the cycle, these events were selected for analysis (uncertainties in measured shock velocities due to horizontal variations in the coronal density gradient, combined with the non-radial shock propagation observed from Earth, can be expected to result in a better success rate for this population than for fast shocks).

A subset of 89 shock events with speeds $<1200 \text{ km s}^{-1}$ that originated in association with flares at helio-longitudes $\geq 80^\circ$ was identified. This sample was made up of 21 events during both the rise and maximum phase of the cycle while more than twice as many such events (47) occurred during the decay phase. The hits were associated with both east-limb and west-limb flares and their parent shocks covered a wide range of speeds, rather than being uniformly fast.

The performance of HAFv.2 in predicting shocks with speeds $<1200 \text{ km s}^{-1}$ originating at helio-longitudes $>80^\circ$ had an sr value of 60% during the decay phase of the cycle but this result showed marginal statistical significance. The composite (89 events) sample was also characterized by an sr value of 60% and it had a $p_3$ value of 0.1878.

5 Discussion

5.1 Overview of the statistical results

The information presented in Tables 2–9 express in different ways the success of HAFv.2 in estimating, under different solar/interplanetary circumstances, shock arrival times at Earth. With reference to the statistics concerned, it is pointed out that, in an earlier paper (McKenna-Lawlor et al., 2006), the transit times predicted by “sample climatology” were estimated. In this regard, for each solar event a “sample climatology” prediction (TTc) was taken to be the average of all the preceding events for which there was an observed transit time (TTd). If the immediately preceding solar event did not have an associated shock at 1 AU, then TTc was assigned the value of the event that occurred prior to the immediately preceding event. “True climatology” is defined to comprise this same kind of information determined over a full cycle.

Since “true climatology” cannot predict complete nulls, it was considered that it would not be useful for the present paper to calculate the figures it provides and compare them with the results obtained by HAFv.2. Instead, the Root Mean Square error (RMS) for $\Delta T$ (i.e. the predicted minus the observed shock arrival time) for each phase of the solar cycle was estimated. For a random data set of shock arrival times evenly spread throughout the $\pm 24 \text{ h}$ window utilized a RMS error of 14.2 h is expected during the rise phase of the cycle (Fry et al., 2003). The RMS value yielded by HAFv.2 for this phase of the cycle was 11.6. In the maximum and declining phases of the cycle the corresponding RMS values were 11.4 and 10.6, respectively. For the composite sample the RMS value was 11.4. The values obtained using HAFv.2 were thus in every case, better than would be expected for a random set.

The statistical significance of the results obtained using the various sets/subsets was generally very low and these results were not significant as compared with the hit by chance rate (50%), thus providing a low level of confidence in the predictions of the model with no compelling result encouraging its use. However, the data indicated that the success rates of
HAFv.2 were higher when the background solar wind speed at the time of shock initiation was relatively fast. Thus, in scenarios where the background solar wind speed is elevated and the calculated success rate significantly exceeds the hit rate by chance, the forecasts could provide potential value to the customer. With the composite statistics available for solar cycle 23, the calculated success rate at high solar wind speed, although clearly above 50%, was indicative rather than conclusive.

Estimated values of various statistical parameters used to evaluate the predictive model are presented in Table 2. As reported in Sect. 4, (PODy) values obtained during the rise/maximum/decay phases of the cycle and using the composite sample were 0.85, 0.64, 0.79 and 0.77, respectively, and these figures indicate the robustness of the modeling.

A representative reference metric defined by \([\text{hits} + \text{correct nulls}] \times 100]/\text{total number of predictions}\) is used to describe the success rates of the predictions relative to the measurements and application of a \(\chi^2\) test yields corresponding levels of statistical significance for the various sets/subsets investigated.

### 5.2 Possible influence on the predictions of the phase of the solar cycle

The data of Table 3 (columns 8–10) suggest that variations over a solar cycle in the environmental conditions attending shock transit (e.g. due to a change in the complexity of the interplanetary background at solar minimum and/or the changing helio-latitudes of flare initiation as a cycle progresses) might have been responsible for the improved performance shown by the model in the decay phase of solar cycle 23. See Fig. 1 which plots (following Table 3) the success rate \(sr\) (in green, left co-ordinate) and \(p_3\) (in red, right co-ordinate) for the events measured during each of the three cycle phases. The above interpretation of the data should, however, be treated with caution since the decay phase was characterized by the availability of an increased number of sources of Type II radio data which could enhance the associated success of event detection. Also, a gradual gain in skill in using the model by the forecasters over a decade could be a contributory factor.

On the other hand, the consistently lower performance in the subsets of the model at solar maximum relative to the rise and decay phases (see the data displayed in the several tables in Sect. 4) may indicate that an inhibiting effect on the prediction outcome due to complex interplanetary conditions between the Sun and Earth is indeed real. It is noted that the decay phase of solar cycle 23 was characterized by an unusual period of reduced solar activity and low interplanetary magnetic field strengths (Schwadron et al., 2010). Also, these authors reported that the extended solar minimum of 2009–2010, which extended between solar cycles 23 and 24, was marked by fluxes of galactic cosmic ray radiation at near to their highest level in 25 years. It can be expected that the unusually quiet solar conditions pertaining during the decay phase of cycle 23 would favor the detection of solar shock events to a somewhat greater extent that would be the case during the rise phase of the cycle and this scenario is generally suggested by the statistics presented in the tables of Sect. 4.

### 5.3 The Briggs-Rupert skill score

Given that the consequence in financial terms of a hit or a miss depends on how a forecast is being used, Mozer and Briggs (2003) described a procedure that a user of shock forecasts can follow in order to calculate error estimates for the predictions that indicate the cost to that user of acting on an incorrect forecast. The methodology concerned was developed by M. Briggs and D. Rupert based on earlier work by Thomson (2000).

The Briggs-Rupert (BR) skill score which is based on the \(2 \times 2\) contingency table shown in Table 10 is:

\[
K_\theta = \frac{n_{11}(1-\theta) - n_{01}\theta}{(n_{11} + n_{10})(1-\theta)}
\]

\[
\theta = \frac{c_{01}}{c_{01} - c_{10}}
\]
where \( c_{01} \) is the cost of a false negative forecast and \( c_{10} \) is the cost of a false negative forecast.

Since costs are user specific, different decision makers can potentially assign different values to these quantities and the utility of a forecast as determined using \( K_\theta \) can in consequence be different for different users. For further details see Appendix A of Mozer and Briggs (2003).

5.4 Status of predictive modeling

The statistics presented in this paper provide information gathered over a solar cycle concerning the performance of HAFv.2 in predicting shock arrival times at Earth. These data comprise a detailed body of data of potential value to those engaged in the area of space weather operations, pending the availability of results that will ultimately be provided by those 3-D MHD models that start at the Sun and continue ‘seamlessly’ to the ionosphere and beyond (Sect. 1). These latter models, within which HAFv.2 will be subsumed, can be expected to provide in the long term greater insight into the physics underlying the propagation, evolution and interaction of solar wind disturbances on their way to Earth than is presently available. However, the difficulties of implementing such modeling (which requires the coupled simulation of phenomena that occur on vastly different spatial and temporal scales using highly synchronized codes), together with the problem as to how measured data can be assimilated into the models to allow their validation, presently pose major challenges which are not as yet resolved.

6 Conclusions

- Predictions of the arrivals at Earth of 584 shock events recorded at L1 over a full solar cycle (no. 23) have been estimated using the HAFv.2 model. The sample of shocks utilized was composed of 245 events recorded during the decay phase of the cycle, which were compared with previously available data from the rise (173 events) and maximum (166 events) phases.

- SATs were estimated using a ±24 h hit window. For a random set of shock arrival times distributed within such a window a RMS error of 14.2 h is expected. The RMS errors yielded by HAFv.2 using data measured at L1 during the rise/maximum/decay phases of cycle 23 and on employing the composite sample were 11.6, 11.4, 10.6 and 11.4, respectively. These values were thus, in every case, better than would be expected for a random set.

- The complementary percentage success rates were 53 %, 51 %, 59 % and 55 %, respectively. Application of a \( \chi^2 \) test yielded high levels of significance for model performance during the rise and minimum phases of the cycle as well as using the composite sample. At cycle maximum the significance level was marginal and this may reflect the influence of those complex conditions pertaining in interplanetary space during this period.

- The performance of the HAFv.2 model with respect to corresponding predictions of shock arrival times in association with a population of minor flares (197) showed a low level of significance during the various cycle phases. The figure of merit for the composite sample was \( sr = \frac{53}{\%} \) with \( p_3 = 0.1932 \). The large number of correct nulls identified contributed to producing this result.

- The performance of HAFv.2 in association with predicting shocks characterized by short (\( \tau \leq 20 \) m) proxy piston driving times showed a low level of significance. There were substantially fewer events (33) with short driving times in the decay phase than during the rise (41) and maximum phases (54), which may reflect the nature of the flaring produced as the cycle evolved.

- Subsets formed to compare shocks that travelled in an interplanetary medium featuring solar wind speed (\( \geq 400 \text{ km/s} \)) and quiet flows (\( \leq 400 \text{ km/s} \)) suggest a slightly enhanced success rate when the background solar wind was fast although the level of statistical significance at solar maximum was relatively low.

- The performance of HAFv.2 with respect to predicting shocks associated with flares located at heliolongitudes \( > 20^\circ \) and at heliolongitudes \( \leq 20^\circ \) show that a substantially higher number of measured events originated at high than at low helio-longitudes (424 vs. 160) during solar cycle 23. A preponderance of events occurred in each case during the decay phase. Although in both instances there were a large number of false alarms, the success rate in this phase was \( 58 \% \) at high solar longitudes and \( 62 \% \) at low solar longitudes, each with a high level of statistical significance.

- The performance of HAFv.2 in predicting shocks with speeds \( < 1200 \text{ km s}^{-1} \) at helio-longitudes \( > 20^\circ \) indicate that for 327 events in this category \( sr \) was \( 56 \% \) and the result had a high level of significance. Due to the low number of events recorded with speeds \( \geq 1200 \text{ km s}^{-1} \) the corresponding results were not statistically significant.

- The performance of HAFv.2 in predicting shocks with speeds \( < 1200 \text{ km s}^{-1} \) originating at helio-longitudes \( > 80^\circ \) had an \( sr \) value of \( 60 \% \) during the decay phase of the cycle but showed marginal statistical significance. The composite (89 events) sample was also characterized by an \( sr \) value of \( 60 \% \) and it had a \( p_3 \) value of 0.1878.

- The statistical significance of the results obtained using the various sets/subsets was generally very low and
these results were not significant as compared with the hit by chance rate (50%), thus providing a low level of confidence in the predictions of the model with no compelling result encouraging its use. However, the data suggested that the success rates of HAFv.2 were higher when the background solar wind speed at the time of shock initiation was relatively fast. Therefore in scenarios where the background solar wind speed is elevated and the calculated success rate significantly exceeds the rate by chance, the forecasts could provide potential value to the customer. With the composite statistics available for solar cycle 23, the calculated success rate at high solar wind speed, although clearly above 50%, was indicative rather than conclusive.

- The parameter “Probability of Detection, yes” (PODy) which presents the Proportion of Yes observations that were correctly forecast (i.e. the ratio between the shocks correctly predicted and all the shocks observed), yielded values for the rise/maximum/decay phases of the cycle and using the composite sample of 0.85, 0.64, 0.79 and 0.77, respectively.

- The consistently lower performance of the model at solar maximum relative to the rise and decay phases of the cycle in the various sets and subsets suggests an inhibiting effect on the prediction outcome due to the presence of complex interplanetary conditions between the Sun and Earth. Also, it can be expected that the unusually quiet solar conditions that pertained during the decay phase of solar cycle 23 would favor shock event detection to a somewhat greater extent that would be the case during the rise phase of the cycle. This scenario is also generally suggested by the statistics.

- The results obtained from detailed analysis of phase related sets and subsets constitute a resource for experimenters concerned with forecasting shock arrivals at Earth during solar cycle 24.

- Shock predictions are utilized in making commercially significant operational decisions (with regard, for instance, to placing a spacecraft into hibernation to protect it from an expected extreme solar event). Thus, use of the Briggs-Rupert skill score to estimate the loss incurred by a particular user through responding to an incorrect forecast can provide support in operational decision making.
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