Statistical evidence for O\(^{+}\) energization and outflow caused by wave-particle interaction in the high altitude cusp and mantle
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Abstract. We present a statistical study of the low (<1 Hz) frequency electric and magnetic field spectral densities observed by Cluster spacecraft in the high altitude cusp and mantle region. At the O\(^{+}\) gyrofrequency (0.02–0.5 Hz) for this region the electric field spectral density is on average 0.2–2.2 (mV m\(^{-1}\))\(^2\) Hz\(^{-1}\), implying that resonant heating at the gyrofrequency can be intense enough to explain the observed O\(^{+}\) energies of 20–1400 eV. The relation between the electric and magnetic field spectral densities results in a large span of phase velocities, from a few hundred km s\(^{-1}\) up to a few thousand km s\(^{-1}\). In spite of the large span of phase velocity, the ratio between the calculated local Alfvén velocity and the estimated phase velocity is close to unity. We provide average values of a coefficient describing diffusion in ion velocity space, which can be used in studies of ion energization and outflow. The observed average waves can explain the average O\(^{+}\) energies measured in the high altitude (8–15 \(R_E\)) cusp/mantle region of the terrestrial magnetosphere according to our test particle calculations.
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1 Introduction

The ionospheric projection of the cusp is the region of most direct interaction between the solar wind and the Earth’s atmosphere/ionosphere. In response to particle precipitation and imposed magnetospheric electric fields, ionospheric plasma may flow up from the ionosphere, but at velocities which are low enough that the ions are still gravitationally bound (Nilsson et al., 1996). The high electron temperatures caused by the soft (100 eV) cusp electron precipitation are particularly effective in causing ion outflow (Strangeway et al., 2005; Nilsson et al., 1996; Blelly et al., 1996). For the ions to overcome gravity, further acceleration is needed. The energization needed for the particles to escape from the magnetosphere is even larger. Seki et al. (2002) discuss the further acceleration that is needed for the ions to escape into the magnetosheath rather than return to the Earth through the tail. The most important source for ionospheric ions likely to escape from the magnetosphere is the cusp region. Many papers have studied the heating and acceleration in the low and mid-altitude cusp, where Bouhram et al. (2004) represents an unusually complete coverage in altitude, up to 6.5 \(R_E\). It is believed that transverse heating of ions is important for ion outflow and one of the probable explanations for transverse heating is wave-particle interaction. Many studies (see Chang et al., 1986; Barghouthi et al., 1998; Barghouthi, 2008; Bouhram et al., 2003b, 2004, and references therein) have investigated the effect of wave-particle interaction on the ion outflow. They considered the spectral density in the electric field to be responsible for the transverse ion heating. Wave-particle interaction is usually described by a quasi-linear velocity diffusion rate in ion velocity space, caused by waves around the ion gyrofrequency (Retterer et al., 1987; Chang et al., 1986).

As the transversely accelerated ions subsequently move outward, their transverse energy is gradually converted to parallel energy by the mirror force. Such transversely heated and subsequently outflowing ions are known as conics due to their shape in velocity space (see André and Yau, 1997; Yau and André, 1997; Moore et al., 1999). Earlier studies at lower altitudes (up to 5 \(R_E\); Norqvist et al., 1996; André et al., 1998; Bouhram et al., 2003b) found that only a few percent of the observed spectral density around the oxygen ion gyrofrequency is needed to be in resonance with the ions to obtain the measured O\(^{+}\) energies. Bouhram et al. (2004) reported a saturation of transverse heating processes which was suggested to be caused by finite wavelength effects; when the
gyroradius becomes larger than the wavelength of the observed waves, the heating saturates. Nilsson et al. (2004, 2006) indicated that at some altitude above 5 \( R_E \) heating becomes more efficient again. In a recent case study, Waara et al. (2010) searched the high altitude cusp/mantle for the longest period with significantly enhanced perpendicular to parallel temperature ratio, an expected sign of local transverse heating. They used the data set of Nilsson et al. (2006), and found a case lasting about 20 min. It was found that 100 % of the observed wave amplitude around the oxygen ion gyrofrequency could not explain the observed perpendicular ion temperatures using a simple ion cyclotron resonance model (Chang et al., 1986). Even using the extreme assumption that all the observed electric field wave amplitude is due to a coherent electric field at the oxygen gyrofrequency, the obtained heating was still not enough to explain the observations.

We follow up Waara et al. (2010) with a statistical study of the electric and magnetic field spectral densities in the frequency range below 1 Hz, in the general vicinity of the high altitude oxygen gyrofrequency. In this study we characterize the wave environment to see what is the typical wave activity in the region, and relate it to lower altitude observations. We put the previous study of Waara et al. (2010) and the case studies in a companion paper by Slapak et al. (2011) into this context to see how the spectral densities observed in the case studies compare to the average values for this region.

We investigate how the electric and magnetic spectral densities vary with altitude. Furthermore, we characterize the wave type and investigate how sporadic the waves are. Finally we calculate velocity diffusion coefficients, according to the theory by Rettner et al. (1987) based on the observed electric field spectral densities. These are compared with previously used velocity diffusion coefficients based on lower altitude measurements. The results from this study will provide useful input to any model of high altitude ion heating.

2 Instrumentation

We use data from the Cluster spacecraft. The four identical spacecraft are placed in a polar orbit \( 4 \times 19.6 \ R_E \) (Escoubet et al., 2001). Data from three different instruments, EFW (Electric Field and Wave experiment), FGM (Fluxgate Magnetometer), and CIS (Cluster Ion Spectrometry experiment) are used in this study. The electric field and wave experiment (EFW) is designed to measure the electric field. EFW records two orthogonal electric field components in the satellite spin plane. In our data set the sampling rate is 25 samples s\(^{-1}\) (Gustafsson et al., 2001). Engwall et al. (2009) showed that for a sunlit spacecraft in a cold tenuous plasma, the size of the enhanced wake arising behind the spacecraft due to cold drifting ions can be larger than the length of the EFW wire booms. The probes are then measuring the enhanced wake electric field instead of the electric field in the ambient plasma. This is not the case for our measurements in the cusp/mantle region where the temperature is high and there are strong fluxes of magnetosheath particles.

We also use data from the Cluster fluxgate magnetometer (FGM), which measure the magnetic field vector. In our data set the sampling rate is 22.4 samples s\(^{-1}\) (Balogh et al., 2001).

Furthermore, we use the data from Cluster Ion Spectrometry (CIS). The CIS instrument is described in detail in Réme et al. (2001). The CIS package consists of two different instruments, a time-of-flight ion Composition Distribution Function (CODIF), which can resolve the major magnetospheric ions; and the Hot Ion Analyzer (HIA), which has no mass resolution but higher angular and energy resolution. By using a time-of-flight technique CODIF can resolve \( H^+ \), \( He^{++} \), \( He^+ \), and \( O^+ \). The angular resolution is 22.5° and the energy coverage in the modes of interest to us is from 40 eV per charge up to 38 keV per charge.

2.1 Data sets

The data set consists of EFW and FGM wave data when outflowing \( O^+ \) is seen in the energy spectrograms of the CIS/CODIF data. The data set covers a 3-year period (January to May in 2001 to 2003). This corresponds to orbits with apogee on the sunward side of the terminator plane. Only events with outflowing \( O^+ \) lasting more than 1 h were selected, and such events were seen in about two-thirds of the orbits. The particle data set is described by Nilsson et al. (2006). The time series data of the electric and magnetic fields have been Fourier transformed to obtain frequency spectra. The record length in the Fourier transform is 1024 points. The spectral densities used in this study is an average of three partially overlapping records, shifted 512 with respect to each other. The DC-level (0 Hz) in the data is removed by subtracting the mean of each time window for both the EFW and the FGM data. Due to the large uncertainties in the spectral densities, for the lowest frequencies we tested to omit the two lowest frequencies (0.025 and 0.05 Hz) from the statistics but this did not significantly affect the results. Hence, we chose to include even these frequencies as the \( O^+ \) gyrofrequencies at the highest altitudes in our data set fall in this range. The measured values at 0.25, 0.5, 0.75, and 1 Hz are affected by the satellite spin (4 s) and the values we use are interpolated values from the adjacent points.

The locations where the data were taken are shown in Fig. 1. A cylindrical coordinate system is used, with locations in X and \( R = \sqrt{Y^2 + Z^2} \) (GSE) coordinates. A model magnetopause (the model of Shue et al. (1998), \( B_z = -5 \ \text{nT} \), \( n = 5 \ \text{cm}^{-2} \) and \( V_{sw} = 350 \ \text{km s}^{-1} \) is shown with a dotted gray line. Earth is indicated by the blue ball. In the high altitude cusp/mantle essentially all heavy ions are flowing outward. There are no trapped populations (Nilsson et al., 2006; Waara et al., 2010; Slapak et al., 2011).
3 Observations

The $E$ and $B$ spectral densities are connected through the characteristics of the waves giving rise to the electromagnetic wave activity. The ratio of the electric to magnetic wave intensity corresponds to the phase velocity of the electromagnetic wave, which can be used to identify the wave type.

The power spectral density for the electric field at the different altitudes in our data set is presented in the upper panel in Fig. 2. The different lines correspond to different altitudes. The frequency span is from 0.025 up to 1 Hz. The lower panel shows the average spectral density at the local oxygen gyrofrequency at each altitude. The average electric field spectral density increases with altitude. The highest average spectral density is about a factor of 3 to 4 higher than the lowest value. The spectral density versus frequency for the different altitudes is a power law and the slope of the different curves is approximately $-1.5$.

Figure 3 shows the power spectral density of the magnetic field. There is about 3 orders of magnitude difference between the lowest and the highest values for the average magnetic field spectral density of the different altitude intervals. Just as for the electric field spectral density, the spectral density of the magnetic field versus frequency generally shows an approximate power law distribution. The slope of the spectral density versus frequency curves is similar at all altitudes, approximately $-2$. The curves from the lowest altitudes are affected by the gradient of the geomagnetic field, and the values at the lowest frequencies are therefore overestimated. The ambient magnetic field at the lowest altitudes is high enough that the wave magnetic field spectral density at the oxygen gyrofrequency is not affected by this overestimation. The average magnetic field spectral density at the local oxygen gyrofrequency shows a clear altitude dependence. The highest magnetic field spectral densities are observed at the highest altitudes, as can be seen in Fig. 3, lower panel.

The actual effect of the electric field wave intensity on ion distributions as function of altitude can be estimated by calculating a velocity diffusion rate to which the electric field of the waves gives rise. Figure 4 shows the electric field spectral density and the quasi-linear velocity diffusion rate perpendicular to the geomagnetic field given by Retterer et al. (1987):

$$D_\perp = \frac{\eta q^2}{4 m^2} |E_x(\omega = \Omega)|^2$$  \hspace{1cm} (1)

where $q$ is the charge, $\Omega$ is the ion gyrofrequency, $\omega$ is the wave frequency, $|E_x|^2$ is the electric field spectral density, and $\eta$ is the proportion of the measured spectral density that corresponds to a left-hand polarized wave. The average electric field density for the different altitudes is in the span between 0.2–2.2 (mV m$^{-1}$)$^2$ Hz$^{-1}$ at the local oxygen gyrofrequency, (see Fig. 4). The local oxygen gyrofrequency is between 0.1–0.025 Hz at altitudes from 8–15 $R_E$. We use a value of $\eta = 0.5$ in the calculations we show. The average diffusion coefficient shows an altitude dependence but a large span of values are observed at all altitudes. The standard deviation at each altitude is of the same order as the increase
of the diffusion coefficient from the lowest to the highest altitude, about an order of magnitude. As the distribution is approximately log-normal, we have calculated the average and standard deviations for the logarithmic values.

The diffusion coefficient and the electric field spectral density values for each altitude are presented in Table 1. The diffusion coefficient at the ion gyrofrequency is a factor of $\eta q^2/4m^2$ bigger than the spectral density (see Eq. 1).

### 3.1 Ion heating

We have used the model described by Chang et al. (1986) to calculate the heating of O$^+$ from the average wave intensities. The theory used in this model is the same theory as Retterer et al. (1987), but Chang used a test particle simulation and Retterer used the velocity diffusion coefficient in a Monte Carlo simulation. This model assumes a broadband spectrum of waves around the gyrofrequency. The heating rate is given by:

$$\frac{d\omega}{dt} = S_L \frac{q^2}{2m}$$  \hspace{1cm} (2)

where $q$ and $m$ are the charge and the mass of the ion and $S_L$ is the power spectral density of the electric field at the O$^+$ gyrofrequency due to left-hand polarized waves. The spectral densities used in the test particle calculation are the average spectral density presented in Fig. 4 and Table 1. Initial values and data points for comparison are taken from the statistical study of Nilsson et al. (2006), binned in altitude in the same way as the wave data. The particle data, with which we will compare our test particle simulation results, are presented in Fig. 5 (O$^+$ perpendicular temperature), Fig. 6 (O$^+$ parallel velocity), and Fig. 7 (average background magnetic field). The starting point for the test particle calculation is 8 $R_E$ and the measured values we have used as initial values are a perpendicular energy of 19 eV (Fig. 5), a parallel velocity of 43 km s$^{-1}$ (Fig. 6), and a magnetic field of 120 nT (Fig. 7). The end point for the calculation is 15 $R_E$. The magnetic field used in the calculation is the measured total average magnetic field at each altitude presented in Fig. 7. We have assumed that 50% of the observed spectral density is effective in heating the ions. The test particle calculation presented in Table 1 shows that the particles are heated by the electric field spectral density from 19 eV up to 980 eV and that the parallel velocity is increased from 50 km s$^{-1}$ up to 93 km s$^{-1}$. The results from the calculation are just a bit smaller than the measured values at 15 $R_E$ ($E_\parallel = 1400$ eV and $V_\parallel = 113$ km s$^{-1}$), implying that resonant heating at the gyrofrequency can be intense enough to explain most of the observed O$^+$ energies. The results of the test particle calculation are weakly dependent on the initial values since the resulting energy is much higher than the initial energy. The initial values for the test particle calculation and the results of the calculation are presented in Figs. 5, 6, and summarized in Table 1.

The fact that the calculated curve (black dots) in Fig. 6 is a little bit below the measured values can be due to centrifugal acceleration. The centrifugal acceleration in this region is described by Nilsson et al. (2008). The test particle calculation has also been made from 5–15 $R_E$, but then we must use the average spectral density plus the standard deviation to explain the observations. At the lowest altitudes
(5–8 \(R_E\)), our measurements are probably far into the polar cap, while higher altitude measurements correspond to both the cusp and the polar cap poleward of the cusp (see Fig. 1). Our estimates of the spectral density and temperature at the lowest altitudes are likely too small to be representative of the cusp at 5–8 \(R_E\). A future study should also include the mid-altitude cusp.

Fig. 5. Profile of the perpendicular temperature versus altitude. The blue error bars show the standard deviation for the logarithmic value. The black dots are the calculated perpendicular temperatures from the test particle calculation.

Fig. 6. Profile of the parallel velocity versus altitude. The blue error bars show the standard deviation for the linear values. The black dots are the calculated parallel velocities from the test particle calculation.

Fig. 7. Profile of the total magnetic field versus altitude. The blue error bars show the standard deviation for the logarithmic values. The black dashed line is the dipole model.

3.2 Relation between \(E\) and \(B\)

Figures 2 and 3 show the average electric and magnetic field spectral density as function of altitude. These two quantities are connected through the characteristics of the waves giving rise to the electromagnetic wave activity. The ratio of the electric to magnetic wave intensity corresponds to the phase velocity of the electromagnetic wave, which can then possibly be identified. It is a clear general impression from looking at the data that usually both the electric and magnetic field wave activity are enhanced simultaneously, but the relative amount of enhancement seems to vary. One way to investigate the wave type is by comparing the phase velocity \((E/B)\) of the waves with the Alfvén velocity calculated from the background magnetic field and measured plasma parameters (see Fig. 8).

The background magnetic field used is the actual measured magnetic field, not a dipole model field. The field is presented in Fig. 7 and shows that for a magnetic field up 12 \(R_E\) a dipole model is a good approximation. At higher altitudes the decrease of the measured background magnetic field with altitude is smaller than for a dipole field. Many of our measurements are from higher altitude than 12 \(R_E\) and we have chosen to use the average measured field values rather than the dipole model.

Figure 8 shows the observed \(E/B\) versus the Alfvén velocity \((V_A)\) calculated from the observed geomagnetic field and density:

\[
V_A = \frac{B}{(\mu_0 \rho)^{1/2}} \tag{3}
\]

and Fig. 9 shows the average \(E/B\)-ratio (red) and Alfvén velocity (blue) for each altitude. The error bars show the
Table 1. Summary of the perpendicular diffusion coefficient for O+, the electric field spectral density at the local oxygen gyrofrequency, and summary of the test particle calculation.

<table>
<thead>
<tr>
<th>Alt. [R_E]</th>
<th>S_E [mV m^{-1}^2 Hz^{-1}]</th>
<th>D_{\perp}(O^+) [m^2 s^{-3}]</th>
<th>V_{\parallel} [km s^{-1}]</th>
<th>E_{\parallel} [eV] calculated</th>
<th>E_{\perp} [eV] calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.19</td>
<td>0.85 x 10^6</td>
<td>43</td>
<td>17</td>
<td>43</td>
</tr>
<tr>
<td>9</td>
<td>0.43</td>
<td>1.9 x 10^6</td>
<td>54</td>
<td>58</td>
<td>45</td>
</tr>
<tr>
<td>10</td>
<td>0.76</td>
<td>3.4 x 10^6</td>
<td>60</td>
<td>1.8 x 10^2</td>
<td>50</td>
</tr>
<tr>
<td>11</td>
<td>1.3</td>
<td>5.7 x 10^6</td>
<td>66</td>
<td>4.0 x 10^2</td>
<td>58</td>
</tr>
<tr>
<td>12</td>
<td>1.6</td>
<td>7.1 x 10^6</td>
<td>81</td>
<td>6.7 x 10^2</td>
<td>63</td>
</tr>
<tr>
<td>13</td>
<td>2.0</td>
<td>8.9 x 10^6</td>
<td>84</td>
<td>8.0 x 10^2</td>
<td>70</td>
</tr>
<tr>
<td>14</td>
<td>1.9</td>
<td>8.7 x 10^6</td>
<td>86</td>
<td>1.1 x 10^3</td>
<td>78</td>
</tr>
<tr>
<td>15</td>
<td>2.2</td>
<td>9.7 x 10^6</td>
<td>113</td>
<td>1.4 x 10^3</td>
<td>81</td>
</tr>
</tbody>
</table>

Fig. 8. Upper panel: the calculated Alfvén velocity [log m s^{-1}] for each interval of E/B [log m s^{-1}]. The color bar shows the occurrence frequency. Each column is normalized, that is, the sum of the values of all bins in a column is 1. The white line corresponds to the case when the phase velocity E/B and the calculated Alfvén velocity are equal. Lower panel: number of data points contributing to each column.

The calculated Alfvén velocity differs from E/B. A significant fraction of E/B...

standard deviation for the logarithmic values. The phase velocity varies from a few hundred km s^{-1} up to a few thousand km s^{-1}, but the ratio between the calculated Alfvén velocity and the estimated phase velocity is close to unity. The observed waves in our data set above 8 R_E are consistent with Alfvén waves (Fig. 9). One may also note that our observations above 8 R_E are inconsistent with electric and magnetic field signatures due to static structures closing through the ionosphere. Such structures should give constant or an increasing E/B with altitude (Gurnett et al., 1984). This can be seen by considering how the electric and magnetic fields observed between two thin current sheets change with altitude. For the altitude range 5–8 R_E the calculated Alfvén velocity differs from E/B. A significant fraction of E/B...

Fig. 9. The calculated mean Alfvén velocity [log m s^{-1}] (blue) and mean E/B [log m s^{-1}] (red) for each altitude. The blue and red error bars show the standard deviation for the logarithmic values.

3.3 The time duration of the wave bursts

We have previously presented the average characteristics of the waves, including average velocity diffusion coefficients. We have also shown that the standard deviation of the wave activity is an order of magnitude, so that clearly the wave activity shows large variability. Visual inspection of the data shows that wave activity is typically enhanced in bursts. The length of bursts of enhanced wave activity, as measured in the spacecraft reference frame, is thus an important parameter describing the characteristics of the wave environment. In Fig. 10 we investigate the length of continuously observed...
high spectral densities. The observation time for the high spectral densities is important because if the waves are limited either in time or spatial extent, the actual heating may be difficult to observe. Figure 10 shows the duration for continuously measured high electric field spectral density (>3 (mV m\(^{-1}\))\(^2\) Hz\(^{-1}\)) at the O\(^+\) gyrofrequency. There are just a few cases where high spectral density at the O\(^+\) gyrofrequency is observed longer than 10 min. Most of the events with high electric field spectral densities are shorter than 5 min, limited either in lifetime or spatial extent. In the companion paper (Slapak et al., 2011) it was shown that for the three cases investigated, the size of the region of enhanced wave activity was at least an order of magnitude larger than the O\(^+\) ion gyroradius.

4 Discussion

In a recent case study, Waara et al. (2010) searched for the long period with significantly enhanced perpendicular to parallel ion temperature ratio in a data set based on high altitude cusp/mantle data from the Cluster spacecraft. The waves were left-hand polarized, at frequencies up to approximately the proton gyrofrequency, and the observed spectral density was 2 (mV m\(^{-1}\))\(^2\) Hz\(^{-1}\) at the local O\(^+\) gyrofrequency. It was found that the observed wave amplitude around the oxygen gyrofrequency was not high enough to explain the observed perpendicular ion temperatures using a simple ion cyclotron resonance model. Waara et al. (2010) could not explain the observed perpendicular ion temperature, even using the extreme assumption that all the observed electric field wave amplitude is due to a coherent electric field at the gyrofrequency. Was the observed spectral density in the case study much lower than usual?

The electric field spectral density in the case study by Waara et al. (2010), 2 (mV m\(^{-1}\))\(^2\) Hz\(^{-1}\), is a normal spectral density at high altitudes (10–15 \(R_E\)) as can be seen in Fig. 4. However, a perpendicular temperature of 8000 eV as observed in Waara et al. (2010) is much higher than the average value.

The relatively sporadic waves make it less likely to observe the actual heating. The heating from the waves can last for just a few minutes but the total energy gain for the particles remain, and the perpendicular temperature remains elevated for some time after the actual heating has stopped.

The model used in this paper assumes a broadband spectrum of waves around the gyrofrequency. The ion energization due to a broadband spectrum around the gyrofrequency involves a continuous transfer of energy from the fields to the ions. The effects of nonresonant fluctuations, where the fluctuations are well removed from the gyrofrequency, is very different. There are no continuous energy transfer from the fields to the ions. When the wave amplitude decreases, the ions decrease to their previous energy (Ball and Andre, 1991).

Due to the sporadic nature of the waves, and the fact that the ions can remain energized after the wave intensity has decreased, a good way of studying whether the waves can explain the highest observed temperatures is by finding cases with a high spectral density and looking to see if the simultaneously observed ions are heated. This was done in the companion paper of Slapak et al. (2011), and they found that they could explain some very high temperatures with the simultaneously observed waves.

The average spectral density versus frequency for the different altitudes (Fig. 2) showed that the spectral density increases for higher altitudes. It is a factor 3 to 4 between the highest and the lowest average spectral density; the electric field spectral density for the different altitudes generally have a power law distribution with a slope of −1.5. The individual power spectral densities may differ from the power law but, at lower altitudes, the average power density spectra has a clear power law distribution. Our frequency range is from 0.025 up to 1 Hz at altitudes from 5–15 \(R_E\). The frequency span of the previous work of Barghouthi et al. (1998) was from 1 Hz up to 100 Hz at altitudes from 1.5 \(R_E\) to 4.5 \(R_E\). Our data set is more or less a continuation in altitude of the data in Barghouthi et al. (1998). The average spectral density we obtain at 1 Hz is around 4–5 orders of magnitude smaller than what was reported from the auroral region in Barghouthi et al. (1998). In the polar wind, the value at 1 Hz presented there is 1–2 order of magnitude smaller than our estimate. Moreover, while we arrive a power law exponent of −1.5, they get −3. Hence, due to the different values at 1 Hz and the different power law exponents, it is not possible to easily extrapolate lower altitude measurements to higher altitudes.
Most previously published models of transverse ion heating at lower altitudes have assumed that the wave spectrum does not vary with altitude (André et al., 1990; Bouhram et al., 2003a; Crew et al., 1990), while Kasahara et al. (2001) showed with a statistical profile that the wave power remains constant versus altitude between 270 and 10 000 km in the dayside cusp/cleft. In our work the spectral density shows an altitude dependence but has a large standard deviation (i.e. case to case variation) at all altitudes. The standard deviation is of the same order as the increase or the spectral density from the lowest up to the highest altitude, about an order of magnitude. Therefore, to assume that the wave spectra are not altitude dependent is a good approximation, in particular for case studies of sudden heating events. However, for average properties, we suggest modelers to use our tabulated average velocity diffusion coefficients which take into account the altitude dependence of the wave spectra as well as the variation of the oxygen gyrofrequency.

The test particle calculation shows that by using the cyclotron model and the average spectral density measured at each altitude, we can explain the measured average perpendicular temperature and the parallel velocity. The standard deviation of the spectral density at each altitude spans over at least an order of magnitude, and using the average spectral density plus the standard deviation at each altitude in the test particle calculation gives much more ion energization than needed to explain the average perpendicular temperature. A recent case study (Slapak et al., 2011) showed that it is possible to explain even high perpendicular temperatures using the test-particle calculation, but not for all observed cases. Due to the weak magnetic field, the high energy of the particles, the consequent large oxygen ion gyroradius and the long gyroperiod, refinements of the cyclotron model are probably needed to fully explain the heating at the highest altitudes. A difference as compared to low altitude measurements is that we need to assume that almost all wave activity is due to waves which can interact with the ions, and of these we assume 50% to be left-hand polarized.

There is a good correlation between the magnetic field spectral density and the electric field spectral density, as can be expected if the source of the wave activity is electromagnetic waves. The phase velocity, given by $E/B$, varies from a few hundred km s$^{-1}$ up to a few thousand km s$^{-1}$ in our data set. Even though the phase velocity changes by almost two orders of magnitude, there is still a good agreement when the calculated Alfvén velocity is compared with $E/B$ of the waves. The ratio between the two velocities is close to unity for most cases. The observed waves are thus consistent with Alfvén waves.

5 Conclusions

We have characterized statistically the distribution of low frequency electric and magnetic field spectral densities in the high altitude (5–15 $R_E$) cusp/mantle. It was found that the average electric field spectral density below 1 Hz is in the span between 0.2–2.2 (mV m$^{-1}$)$^2$ Hz$^{-1}$. In only a few per-cent of the data set are the spectral densities above a few (mV m$^{-1}$)$^2$ Hz$^{-1}$. High spectral densities were typically observed for periods of a few minutes. The relatively sporadic appearance of enhanced wave activity may make it difficult to observe the actual heating (as opposed to the results of previous heating).

The magnetic field spectral density varies much more with altitude than the electric field spectral density, but both parameters show an altitude dependence. The magnetic field density increases with 2.5 orders of magnitude over our altitude interval (5–15 $R_E$) while the difference between the highest and the lowest average electric field spectral density is a factor 3 to 4. The diffusion coefficient for O$^+$ increases with altitude, about an order of magnitude between 5 and 15 $R_E$, but the standard deviation is large at all the altitudes, covering about an order of magnitude above and below the mean value.

The relation between the electric and magnetic field spectral densities results in a large span of phase velocities, from a few hundred km s$^{-1}$ up to a few thousand km s$^{-1}$. In spite of the large span of phase velocity the ratio between the calculated local Alfvén velocity and the estimated phase velocity is close to unity. We also conclude that the altitude dependence of $E/B$, which decreases with altitude, is inconsistent with static structures of field-aligned currents closing through the ionosphere, at least above 5–8 $R_E$.

The electric field spectral density observed in the Waara et al. (2010) case study was around 2 (mV m$^{-1}$)$^2$ Hz$^{-1}$. This is a relatively normal spectral density for this region, but their observed perpendicular temperature of 8000 eV is much higher than the average value. In the same study it was found that the observed spectral density around the oxygen gyrofrequency was far below what was needed to explain the observed perpendicular ion temperature using a simple ion resonance model. We have used the average spectral density in the same ion resonance model for calculation of the average perpendicular temperature and the average parallel velocity. The observed average waves can explain the observed average O$^+$ energies measured in altitudes between 8–15 $R_E$ of the cusp/mantle region, if we assume that 50% of the observed wave activity at the local O$^+$ gyrofrequency is due to left-hand polarized waves which can effectively heat the ions. The model probably needs refinements to fully fit the higher altitude conditions, in particular to explain the highest temperatures observed. However, the model can explain most of the observed heating when the average spectral density is used for each altitude. As at lower altitudes, the electric field spectral density as a function of frequency generally follows a power law distribution, but with lower intensity and a different power law index. Therefore the lower altitude measurements can not be extrapolated to high altitudes. We provide velocity diffusion coefficients based on high altitude
observations which can be used to model ion heating at high altitudes, rather than relying on extrapolation of low altitude data.
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