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Abstract. This paper investigates the sensitivity of sea Keywords. Atmospheric composition and  structure
breeze (SB) simulations to combinations of boundary-layer(Biosphere-atmosphere interactions; Evolution of the
turbulence and land-surface process parameterizations inatmosphere) — Meteorology and atmospheric dynamics
plemented in the MM5 mesoscale meteorological mode for(Mesoscale meteorology; Turbulence)

an observed SB case over the Swedish west coast. Var-
ious combinations from four different planetary boundary
layer (PBL) schemes [Blackadar, Gayno-Seaman (GS), Eta1
MRF], and two land surface model (LSM) schemes (SLAB,

Noah) with different complexity are designed to simulate agea preeze (SB) is an important mesoscale meteorological
typical SB case over the Swedish west coast. The simulapnenomenon in coastal areas caused by a thermal difference
tions are conducted using two-way interactively nested gridspetween sea and land during the daytime. It is a main fea-
Simulated 10-m winds are compared against observed neafyre of surface heterogeneities which force mesoscale at-
surface wind data from the@TE2001 campaign to examine  mospheric circulations, and has been studied observation-
the diurnal cycle of wind direction and speed for SB tim- 51y experimentally, theoretically and numerically for a long
ing. The SB (vertical) circulation is also compared in the time (Abbs and Physick, 1992; Simpson, 1994; Miller et al.,
different experiments. The results show that the differentygpg),

combinations of PBL and LSM parameterization schemes re- 5o, SB is the prototypical mesoscale circulation and was
sultin different SB timing and vertical circulation character- ihe first to be simulated in numerical models (Angevine et
istics. All experiments predict a delayed SB. The vertical 3 2006). Its theoretical background is well understood and
component of the SB circulation varies in the experiments.simple enough, but real SB is very sensitive to real envi-
among which the GS PBL scheme produces the strongesnmental complexity, surface temperature, and large scale
SB circulation. Evident differences between the SLAB and background flow (Zhong and Takle, 1993; Angevine et al.,

Noah LSMs are also found, especially in maximum of up- 2006). SB circulation plays an important role in air pollution
draft and downdraft velocities of the SB vertical circulation. tansport and dispersion (Ding et al., 2004; Oh et al., 2006).

The results have significant implications for convective ini- |1 affects human activities not only along the coast but also
tiation, air quality studies and other environmental problemsyther inland. Therefore, SB study is still an interesting and
in coastal areas. challenging subject (Miao et al., 2003; Angevine et al., 2006;
Drobinski et al., 2006; Prtenjak and Grisogono, 2007; Srini-
vas et al., 2007).

Correspondence tal.-F. Miao Air quality is very sensitive to the details of local cir-
BY (miaoj@nuist.edu.cn) culations (Seaman, 2000; Augustin et al., 2006). Since
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meteorological fields (weather data) are used as input to ai(Malda et al., 2007). Miao et al. (2003) examined the im-
quality models, small errors in meteorological simulations, pact of land degradation (desertification) on the SB circula-
which may be of minor concern for weather forecasting, maytion characteristics by using the Regional Atmospheric Mod-
nevertheless lead to erroneous air quality predictions (Zhonglling System (RAMS) model, suggesting that land degrada-
et al., 2007). Previous studies have suggested the importand®n (land cover change and soil moisture decrease) results in
of understanding SB timing in pollutant transport and accu-an enhanced SB circulation and significantly influences the
mulation in coastal areas (e.g., Ding et al., 2004; Oh et al. SB pattern and magnitude.
2006). The results have shown that late onset of SB-induced The MM5 mesoscale meteorological model (Grell et al.,
stagnant conditions in the morning allows pollutant concen-1995) is a limited-area, non-hydrostatic, terrain-following
tration to build up and enhances ozone accumulation in thesigma-coordinate primitive equation model designed to sim-
afternoon. The delayed SB can contribute to the daytimeulate or predict mesoscale atmospheric circulations, and it
transport of pollution and high ozone on the coast (Ding ethas been widely applied in operational numerical weather
al., 2004). forecasting (Zhong et al., 2005; Akylas et al., 2007) and air
Over the past years, the SB has been extensively studieduality studies (e.g., Ding et al., 2004; Miao, 2006; Miao et
over the Swedish west coast with a focus on observationadl., 2006, 2008; Mao et al., 2006; Bossioli et al., 2009). It is
analyses (Gustavsson et al., 1995; Borne et al., 1998) to imalso increasingly used in SB modelling (e.g., Colby, 2004;
prove our understanding of this meteorological phenomenonZhu and Atkinson, 2004; Oh et al., 2006; Srinivas et al.,
Nevertheless, to our knowledge, very few modelling efforts 2007; Dandou et al., 2009a). This model provides model-
over this area can be found in the literature. With the de-ers with many options of physical parameterization schemes
velopment of the study of air pollution dynamics, SB simu- for cumulus convection, microphysics, radiation, PBL tur-
lations at high resolutions over this area, where the secontbulence, and land surface processes. Among the various
largest city (Gothenburg) in Sweden is located, are needed tparameterizations representing different physical processes,
understand SB dynamics at fine scales and its implication$BL and LSM parameterizations are especially important for
for air pollution transport and dispersion. simulations of atmospheric properties and local circulations
The turbulence parameterization, or PBL parameteriza{Zhong et al., 2007), and thus have critical implications for
tion, is one of most important model components in the me-air quality simulations (Erez et al., 2006; Pleim, 2007).
teorological and air quality models (Pleim, 2007). It ac- Several PBL and LSM parameterization schemes have
counts for the vertical mixing of atmospheric fields induced been developed and implemented into MM5, representing
by small-scale turbulent motions, which are usually not re-different turbulence closure assumptions and various degrees
solved on the model grid @&hgl et al., 2008), and is very of complexity. Over the last two decades, various PBL pa-
important for accurate simulations of boundary-layer tem-rameterization schemes have been extensively evaluated and
perature, humidity, wind, and mixed-layer depth (Berg andintercompared over several geographical areas at different
Zhong, 2005). spatial and temporal scales for different weather events or
The land surface model (LSM), in which land-surface pro- meteorological variables, but most of these studies were lim-
cesses are parameterized, provides surface sensible and latétetd to comparisons of PBL schemes coupled with a simple
heat fluxes as lower boundary conditions to coupled atmoslab LSM (e.g., Braun and Tao, 2000; Bright and Mullen,
spheric model. These heat and moisture fluxes are then tran2002; Wisse and Va-Guerau de Arellano, 2004; Zhang and
ported throughout the planetary boundary layer (PBL) andZheng, 2004; Berg and Zhong, 2005; Bianco et al., 2006;
interact with other model physics including cloud, radiation Pérez et al., 2006; Akylas et al., 2007; Srinivas et al., 2007;
and precipitation processes (Chen and Dudhia, 2001b). Imombrou et al., 2007; Thomsen and Smith, 200&8nd et
other words, surface heat, moisture, momentum fluxes, andl., 2008; Bossioli et al., 2009; Dandou et al., 2009b). Only
short and long wave radiations are the primary factors drivinga few studies evaluated and compared PBL parameterization
the development of the turbulent boundary layer (Seamanschemes coupled with an advanced LSM (e.g., Mao et al.,
2000). Also, the advection of cold and moist air by SB can 2006; Miao et al., 2007, 2008; Zhong et al., 2007; Han et
lead to important modifications to the land surface fluxes, andal., 2008). These studies indicate that the simulated results
thus have consequences on the boundary layer developmerdre sensitive to PBL and LSM parameterizations, with the
The previous studies have shown that the simulation ofsensitivity being dependent on simulated variables or events,
SB circulation caused by land-sea air temperature contrast igeather conditions, geographical areas, as well as spatial and
closely linked to boundary-layer turbulence and land-surfaceemporal scales. For example, Zhang and Zheng (2004) ex-
processes simulations. For example, Prtenjak and Grisogonamined the sensitivity of simulations of the diurnal cycle of
(2002) investigated the influence of land surface roughnessurface wind and temperature to five different PBL schemes
length on the strength of SB circulation, and found that veryin MM5 for a convectively mixed weather situation over flat
rough surfaces weaken the SB circulation during the dayterrain, and found that the simulated near-surface tempera-
causing a slower inland penetration. In turn, the enhancedure and wind speed to a larger extent depend on the choice
turbulent fluxes cause onset of the SB circulation earlierof PBL schemes. Although some of the schemes compared
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Table 1. Summary of numerical experiments.

Experimerf PBL parameterizatidh LSM parameterization
Blackadar GS Eta MRF SLAB Noah

BLKSLAB (BS) x x

GSSLAB (GS) X X

EtaSLAB (ES) x x

MRFSLAB (MS) x x

EtaNOAH (EN) x x
MRFNOAH (MN) x x

@ Abbreviations of the experiments are given in the parentheses.
b Moist vertical diffusion is used in Blackadar and MRF PBLs; Thermal roughness length uses Zilitinkevich formulation in Blackadar and
MRF PBLs.

well with observations of temperature, all simulations had2 km. The height of the lowest model level (halflayer)
significant errors in wind speed. The similar results are alsds about 10 m, representing the average over the lowest 20 m
found in Miao et al. (2008). above the surface.

Of the above cited studies, only a few examined the im- In this study, the four widely-used PBL parameterization
pacts of PBL and/or LSM parameterization schemes on simschemes [Blackadar PBL scheme (Blackadar, 1976, 1979;
ulated SB (e.g., Srinivas et al., 2007; Zhong et al., 2007) andZzhang and Anthes, 1982), Gayno-Seaman (GS) PBL scheme
diurnal cycle of near-surface wind (e.g., Zhang and Zheng,Shafran et al., 2000), Eta PBL scheme (Xgr§090, 1994),
2004; Miao et al., 2008) despite the fact that SB is a proto-and MRF PBL scheme (Hong and Pan, 1996)] and two
typical mesoscale circulation and that diurnal cycle of winds|.SM parameterization schemes [SLAB LSM (Dudhia, 1996)
has significant implications for air quality studies. and Noah LSM (Chen and Dudhia, 2001a)] in MM5, Ver-

The above-mentioned limitations and motivations lead tosion 3.6.3, are chosen based on: (1) availability of coupling
this study. The purpose is to simulate the SB at high res-of PBL schemes and LSMs, and (2) that LSM can be cou-
olutions using the MM5 model and to study the sensitiv- pled with more than one PBL scheme, in the model. Table 1
ity of simulated SB characteristics, in particular timing and presents the different combinations of PBL and LSM param-
strength, to different combinations of PBL and LSM param- eterizations used in the experiments.

eterization schemes in the model. The results are then com- Of the above four PBL schemes chosen, the Blackadar and
pared against the measurement data from t@TE2001  MRF PBLs are based on a first-order closure and apply non-
field campaign (Borne et al., 2005). local vertical mixing in the free convective regime, but the
As an extension and supplement to Miao et al. (2008), thismethod of calculating the vertical mixing profiles differs sub-
study focuses on the applications of MM5 mesoscale modektantially between the schemes. The Eta and GS PBLs ap-
to SB simulation, and includes one PBL scheme which wasply a TKE closure with local vertical mixing in all stability
not examined there. regimes. The formulae used to calculate the mixing coeffi-
cients are quite similar in the Eta and GS PBL schemes, but
the Eta scheme uses the ordinary potential temperature as
2 Model setup and numerical experiments conserved variables whereas the GS scheme uses the liquid-
water potential temperature. In all cases, the mixing ap-
The model is set up with four two-way nested domains (D1,plied by the PBL schemes acts solely in the vertical direc-
D2, D3, and D4) with horizontal grid spacing of 54, 18, tion in MM5, while the horizontal diffusion is dominated
6, 2-km, respectively (Fig. 1a). D1 is used to simulate theby the computational mixing required for numerical stabil-
large scale meteorological conditions. The inner three do-ity (Zangl et al., 2008). In addition, the Blackadar and MRF
mains with increasingly finer resolution are used to capturePBL schemes are also referred to as “first-order schemes”,
mesoscale and local scale features. The innermost domaiwhile the GS and Eta PBL schemes referred to as “TKE-
(D4) is the area of interest (Fig. 1b). There is a remarkablebased schemes”. For the further details or summary descrip-
sea-land contrast in D4, and the coastline is in an approxitions of the above PBL schemes, the reader may also refer
mately north-south direction. All domains have 35 vertical to Zhang and Zheng (2004), Wisse andBuerau de Arel-
full sigma levels and the model top is at 100 hPa. To allowlano (2004), Berg and Zhong (2005), Bianco et al. (2006),
the model to resolve SB circulations at higher resolutions,Tombrou et al. (2007), Miao et al. (2008), and Thomsen and
about 18 levels (halé level) are set up within the lowest Smith (2008).
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It uses soil and vegetation types in handling evapotranspira-
tion. The dominant vegetation type in each grid is selected to
represent the grid vegetation characteristics when the model
horizontal grid resolution is larger than 1 keth km.

The other physics options used in this study are: Anthes-
Kuo convection scheme in D1 and Kain-Fritsch convection
including shallow convection (KF2; Kain, 2004) in D2—-D4.

It is necessary to mention that convection parameterization
is also applied in D4 with less than 5km grid spacing as
the KF2 scheme has been updated recently and also includes
shallow convection for a potential improvement at higher res-
olutions (also refer to Blair and Mailhot, 2001). The Dudhia
simple ice microphysics scheme (Dudhia, 1989), Rapid Ra-
diative Transfer Model (RRTM) longwave scheme (Mlawer
et al., 1997) and Dudhia cloud-radiation shortwave scheme
(Dudhia, 1989) are used for all domains.

The initial and boundary conditions were taken from
the European Center for Medium-Range Weather Forecasts
(ECMWEF) operational analysis archive data with a spatial
LT resolution of 0.8 by 0.5 and a temporal resolution of six
hours. The USGS 25-category land use data and terrain data,
as well as global 17-category soil type data are used. The
topography for the coarse domain (D1) with 54%&% km
resolution is shown in Fig. 1a, while that for the innermost
domain (D4) with 2knx2 km is shown in Fig. 1b. As seen

15W  10W 5w 0 5B 10E 15E 20E 25E 30E 35 40E 45E

0 100 200 300 400 500 600 700 800 900 10001100

58.1N
(b)
58N
D4
57.9N

57.8N

57.6N
57.5N

57.4N

57.3N—=
M TE N 18E 1E 122E 1248 126E from Fig. 1b, the terrain height in D4 varies from a few me-
o eE— ters near the coastal lines to about 200 m over the inland ar-
0 20 40 60 80 100 120 140 160 180 200 eas. Moreover, soil moisture is initialized for the LSMs using

the ECMWF data.

Fig. 1. (a)Modelling domains and grid configuration. Domains 1, The 48-h simulations for all numerical experiments are

2, 3, and 4 (denoted by D1, D2, D3 and D4) have a horizontal . . .
grid resolution of 54, 18, 6 and 2 km, respectively. Four domainsperformed’ starting from 00:00 UTC 7 May 2001 with model

consist of 5650, 64x55, 62¢52, and 4&46 horizontal gridcells ~ OULPUL &t one-hour intervals. The first 24 h are discarded as

(N-S direction by E-W direction), respectively. Innermost domain M0del spin-up, while the last 24-h simulation results are ana-

refers to D4. Shaded is model terrain (in meters) with 54-km grid lyzed as the second day of the simulations (8 May 2001) has

resolution for D1;(b) Zooming-in model area of interest (D4) and been identified as a typical SB case from the observations

model terrain (shaded in meters) with 2-km grid resolution, as wellduring the ®TE2001 field campaign (Borne et al., 2005).

as locations of observational sitgs by letters: K (Kamwathingen),

R (Risholmen), J @nbrott), A @by), G (GVC), L (Lejonet), T

(Tagene), S (8ve), TL (Trubaduren), and LV (Landvetter). Dashed 3 GOTE2001 data and analysis methods

line indicates location of the vertical cross-section used in this study

(along 57.72N). The GOTE2001 field campaign (Borne et al., 2005) was con-

ducted in the greater Gothenburg area along the Swedish
west coast in a 2-week period from 7 to 20 May 2001. Based

Also, of the two LSM schemes chosen, the SLAB LSM on the campaign data, one typical SB day (8 May 2001) is

is a simple LSM while the Noah LSM is an advanced LSM. chosen in this study by following the criteria of Borne et

In this study, the SLAB LSM consists of: (1) a five-layer al. (1998) for identifying SB days. The dataset used in this

soil temperature model (Dudhia, 1996), and (2) a bucket soiltudy is summarized in Table 2. In Borne et al. (1998), six

moisture model (Manabe, 1969). The model is used to predifferent filters were used to identify an SB day, of which

dict the soil temperature in the five layers with thickness fromthe primary criterion is the occurrence of a distinct change in

top to bottom of 1, 2, 4, 8 and 16 cm, and keeps a budget oburface wind direction within a 24-h period. In this study,

soil moisture allowing moisture availability to vary with time the 2-m air temperature ata®e (S) and Trubaduren (TL)

in response to rainfall and evaporation rates. The Noah LSMrom the campaign, as shown in Fig. 1b, is used to charac-

is used to predict soil moisture and temperature in four layerderize the temperature difference between sea and land as

with thickness from top to bottom of 10, 30, 60 and 100 cm, one filter, and wind speed and direction at 700-hPa level

as well as canopy moisture and water-equivalent snow deptifrom the radiosounding observation (RAOB) at Landvetter

Ann. Geophys., 27, 230232Q 2009 www.ann-geophys.net/27/2303/2009/



J.-F. Miao et al.: Impacts of boundary layer turbulence and land surface process parameterizations 2307

Table 2. Name, location and other information for observational sites used in this study (Lat: latitude, Lon: longitude, Elev: elevation), as
well as model terrain (TER) height and dominant land use (LU) represented in 2-km resolution (D4) closest to observational sites.

Site namé LatCN) Lon(°E) Elew (m) Measuredvariabfe Sourc€ TERP(m) LU
Kanotforeningen  57.6609 11.8476 Cg9 WS, WD RCG 0 Water
Risholmen 57.6950  11.7995 10 A5 WD3s Miljo- 0 Water
Jarnbrott 57.6472  11.9259 7 W& WD1g Miljo- 40 Urban
Aby 57.6483  11.9941 8 W, WD1g Miljo- 43 Urban
GVC 57.6886  11.9663 85 WSy, WDy RCG 43 Urban
Lejonet 57.7149 11.9917 3 W& WD, Miljo- 24 Urban
Tagene 57.7670  11.9979 3 WS WD1g Miljo- 45 Crop
Save 57.7786  11.8824 16 2T SMHI 18 Forest
Trubaduren 57.5960 11.6352 - 2T SMHI 0 Water
Landvetter 57.6678  12.2963 169 RAOB NOAA 136 Forest

@ Refer to Fig. 1b for the locations in D4arhbrott is a mast site, and the first level for wind measurement is at 16 m tigh.isSa routine
weather station, and Landvetter is a radiosounding station; Trubaduren is a lighthouse station.

b Unit: meters ASL (Above Sea Level)

€ Height of mounted measurement mast from the sea level to the roof. For Keemifgen, the elevation is 3 m, and the building height is

6 m; For GVC, the elevation is 60 m, and the building height is 25 m.

d Ws: wind speed; WD: wind direction. Subscript represents the measured height above ground level (a.g.l.) or above the roof; RAOB:
radiosounding; Hourly data for all sites except fév8, Trubaduren and Landvetter (3-h time inteffiaht Sive and Trubaduren, and 12-h

time interval RAOB at Landvetter).

€ Miljo-: Environment Administration, City of Gothenburg; RCG: Regional Climate Group; SMHI: Swedish Meteorological and Hydrolog-
ical Institute.

is used to represent synoptic-scale background flow. On &et ), SB end time (“cessation”)f), and the time €max)
May 2001, the Swedish west coast was dominated by a highvhen the near-surface wind speed reaches a first peak value
pressure system. The synoptic-scale background wind isluring the daytime. The value of wind speed at titpgx is
southeasterly (5.7 m$), easterly (6.2 m3!), and southerly  defined as “SB strength” in this study.
1 . . . )

gscr':i]vgel ) (?\;igg.ogo%gf ' %ﬁeog:v;r?s ::%f?:ﬁg?eus:r%or?ic The 14 is defined according to the following criteria that

P y roEr YNOPUC 1y st all be fulfilled: 1) there is sharp change in wind direc-
wind during the daytime, and thus favors SB development.. . ) : L

N tion (greater than 30 around timer; 2) the wind direction

(Zhong and Takle, 1993; Miao et al., 2003). Also, the ob- at timet is in the range of 180to 360C; 3) the wind speed
served cloud cover data at thé® site shows that 8 May s 9 ' P

) . t timet;+1 is greater than that at timg. These three cri-
2001isa C'ea'f sky day (Miao etal., 2008), and hence the S eria must be met concurrently. Thgis reached if any of
event chosen is a clear-sky SB case.

the following criteria is met: 1) the wind direction at time
7. IS in the range of 180to 360, but that at timer,+1 is
beyond the range of 1800 360°; The wind speed at time
7. is less than that at time,.—1 or z,+1; 2) the wind direc-

In this study, the observed near-surface wind data from thdlon attimer,—1is in the range of 180to 360’; The wind

campaign is used to compare with the simulated near-surfacapeed alt tlrgese |sslfszlthar:jth§t athtm:ja—_l, ang Ies_s (tjhs n
wind (10 m a.g.l.) atthe closest grid point from D4 with 2-km orequalto 0.5m's". Also, during the daytime the wind has

grid spacing. The simulated 10-m wind is not adjusted ver-t0 be onshore for at least 2 consecutive hours for recognizing

tically to the measurement heights, although there are som nd d_efining SB_onset and cessation (cf. Furberg et al., 2002;
trtenjak and Grisogono, 2007).

differences between the model levels and the measureme
heights (Miao et al., 2008). It is noted that surface measure- Figures 2—8 show the time-series of observed hourly wind
ment represents a value only at a given horizontal locatiordirection and wind speed at all the seven observational sites
and height, while the simulated result represents a volumewith hourly measurement data [hereafter referred to as the
averaged value. “all (observational) sites”] (cf. Table 2), and simulated hourly
To examine the impacts of different combinations of PBL wind direction and wind speed from the experiments (Ta-
and LSM parameterization schemes on simulated SB in timble 1). Table 3 summarizes the SB timing parameters de-
ing, “SB timing” is characterized at certain sites in this study rived from the diurnal variation of wind direction and wind
by three feature parameters (cf. Prezerakos, 1986). SB orspeed (Figs. 2—-8), and Table 4 presents the SB strength. For

4 Sea breeze timing and strength

www.ann-geophys.net/27/2303/2009/ Ann. Geophys., 27, 238832009
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Table 3. Observed (OBS) and simulated sea breeze timing (o’clock) with different experiments at all observational sites on 8 May 2001.

Site? TimingP OBS Experimert
BS GS ES MS EN MN
Kanotforeningen  Start time 8 9 11 12 9 12 9
End time 21 20 21 21 22 20 20
Time of max SB 15 16 15 15 15 15 15
Risholmen Start time 8 10 11 12 9 12 9
End time 20 21 21 21 22 20 19
Time of max SB 14 15 15 15 16 15 15
Jarnbrott Start time 11 14 13 15 15 18 15
End time 20 20 21 20 21 20 20
Time of max SB 13 19 15 17 20 19 19
Aby Start time 12 18 15 18 17 - 17
End time 21 20 21 20 21 - 20
Time of max SB 14 19 16 18 18 - 19
GVC Start time 11 18 14 16 17 - 17
End time 20 20 21 20 21 - 19
Time of max SB 14 19 15 18 18 - 18
Lejonet Start time 14 - 15 18 18 - -
End time 20 - 21 20 21 - -
Time of max SB 14 - 16 19 18 - -
Tagene Start time 14 - 16 18 18 - -
End time 19 - 20 21 21 - -
Time of max SB 15 - 17 19 19 - -

@ The observational sites from top to bottom are sorted by the relative distance to the coastline from near to far. All sites are within the
distance of less than 16 km to coastline.

b See the text for definitions; Time of max SB: Occurrence time of Maximum SB; Unit: O'clock (UTC).

€ Refer to Table 1 for abbreviations of the experiments.

Table 4. Observed (OBS) and simulated sea breeze strengthwith As seen from Figs. 2, 3, atthe CoaSta! sites all experiments
different experiments at all observational sites on 8 May 2001. Sefapture the observed SB, but the predicted SB onset shows
breeze strength is defined as the first peak value of observed an@rge differences (Table 3). Compared to the observed SB on-
simulated near-surface wind speed during SB hours (cf. Table 3). Set, the predicted SB onset lags 1 to 4 h at Kairetiingen

and Risholmen sites. Among all experiments, MRFSLAB

_ Experimen? and MRFNOAH show the best performance in reproducing
Site? OBS the observed SB onset, while EtaSLAB and EtaNOAH are
BS GS ES MS EN MN the poorest. The BLKSLAB shows the same performance as
Kanotreningen 51 6.0 54 6.1 38 64 41 MRFSLAB and MRFNOAH at Kanotireningen, but a little
Risholmen 82 49 49 57 37 49 33 poorer than MRFSLAB and MRFNOAH at Risholmen. The
Jarnbrott 42 34 29 26 23 17 25  (differenceinthe predicted SB end time among various exper-
Aby 41 30 30 20 22 - 27 iments is not significant, and there is orlL to 2 h lag from
GVC 45 23 29 23 22 - 21 the observed SB end time at Kartiééningen, and 1 h lag at
Lejonet 3.7 - 33 19 25 - - . . . .
Tagene 48 - 36 20 24 — _ R_lsholmen. ansequently, the 5|mula'ged SB life span with
different experiments displays large differences. It ranges
aRefer to the not& of Table 3. from 8 to 13 h at Kanotireningen (observed: 13 h), and from
b Refer to Table 1 for abbreviations of the experiments. 8 to 11 h at Risholmen (observed: 12 h). Further, the simu-

lated SB strength is highly variable among the experiments

convenience of discussion, the seven observational sites afdable 4). It varies from 3.8 to 6.4 nr& at Kanotbreningen,

classified into coastal sites (Kanténingen, Risholmen) @nd 3.3 to 5.7ms! at Risholmen. The deviation from the
and inland sites &nbrott ,&by GVC, Lejonet, Tagene). observations amounts te25 to 25% of observed SB strength

This classification is mainly based on the distance of the site&t Kanotbreningen, ane-59 to —30% at Risholmen.
to the coastline and the dominant land use at the model grid- It is interesting to notice that at Kandteningen (tens of
cells (cf. Fig. 1b and Table 2). meters from the shoreline), the SB starts around 08:00 UTC

Ann. Geophys., 27, 230232Q 2009 www.ann-geophys.net/27/2303/2009/
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Fig. 2. Observed (OBS) and simulated hourly near-surface wind direction (dotted solid line) and wind speed (solid thick line) with different
experiments during the period from 01:00 to 24:00 UTC (8 May 2001) at Karestingen site. Observed near-surface wind is measured at
height shown in Table 2. Simulated near-surface wind (10 m a.g.l.) is from the closest grid point to observational site from D4 with 2-km

grid spacing. On 8 May 2001, sunrise time iBtéborg (study area) is 03:05 UTC, and sunset time is 19:14 Wf@:{/www.timeanddate.

com/worldclock). LT (local time) = UTC+2 over the study area (D4).

[Local Time (LT): UTC+2 h] with a sudden change in wind capture the observed backing feature very well, while all
direction from northwesterly to westerly in the observation other experiments do not capture it. At the Risholmen site
(approximately 65 degrees of difference from 07:00 UTC near the coastline, there is a veering in wind direction from
to 08:00 UTC). The wind rotates anti-clockwise (“backing”) southeast to southwest between 04:00 and 08:00 UTC in the
between 06:00UTC and 08:00UTC, and clockwise after-observation (Fig. 3). The wind begins to blow onshore at
wards through the daytime. Generally, the SB rotates clock-around 08:00 UTC (10:00LT), indicating the onset of SB,
wise at most sites, which is typical in the Northern Hemi- marked by a sudden change in wind direction (approximately
sphere due to the Coriolis force, but the anti-clockwise rota-80 degrees of difference from 07:00 UTC to 08:00 UTC) and

tion is possible at some sites because of topographic featurean increase in wind speed. BLKSLAB, GSSLAB, EtaSLAB

(Orli€ et al., 1988; Simpson, 1996; Prtenjak and Grisogono,and EtaNOAH simulate the wind veering reasonably well,

2007). As seen from Fig. 2, MRFSLAB and MRFNOAH while MRFSLAB and MRFNOAH predict the backing of

www.ann-geophys.net/27/2303/2009/
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Fig. 3. Same as Fig. 2 but at Risholmen site.

wind direction around 09:00 UTC that is not displayed in the bles 3 and 4. Atarnbrott (nearer to the coastline), the sim-
observations. Here it is necessary to point out that the wind atilated SB onset lags 2 to 7h compared to the observed, and
this site was measured at the height of 35m a.g.l. (Table 2)the simulated SB life span is 1-7 h shorter than the observed.
and that model results do not show difference in simulatedThe EtaNOAH shows the poorest performance in predicting
wind direction at this site between the two lowest model lev-the timing and strength at this site, while the BLKSLAB and
els (10 m and 38 m) for any experiment in this study. Also, it GSSLAB behave better. At other inland sitef%by, GVC,
could be speculated that differences in the sense of rotatiohejonet, Tagene), the simulated wind (or SB) displays large
of the wind vector between Kandifeningen and Risholmen difference in spatial (site) and temporal variations among
sites, which are not seen in any of the model simulations, arelifferent experiments. EtaNOAH cannot reproduce the ob-
probably due to differences in topography between both siteserved SB at all at these four sites, while BLKSLAB and
that are not captured by the model representation of orograMRFNOAH cannot reproduce the observed SB at Lejonet
phy. and Tagene. For the above five inland sites, the GSSLAB
performs best in simulating SB onset, life span and strength,

For the inland sites, the simulated wind seems to be moreand the EtaSLAB and MRFSLAB show similar performance.

complex than the observed, as shown in Figs. 4-8 and Ta-

Ann. Geophys., 27, 230232Q 2009 www.ann-geophys.net/27/2303/2009/
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From the above result analyses, we may speculate that thigon. The GSSLAB, EtaSLAB and MRFSLAB simulate the
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Blackadar, GS and MRF PBL schemes display better perforSB inland penetration reasonably well, but other combina-
mance in predicting SB timing at the most sites, while the Etations of PBL and LSM schemes lack the ability of reproduc-
PBL scheme performs most poorly, no matter which LSM ing SB at further inland sites. Comparisons of EtaSLAB ver-

scheme it is coupled with (Table 3). This finding for Black- sus EtaNOAH, and MRFSLAB versus MRFNOAH indicate

adar, GS, Eta and MRF PBLs from comparisons of BLK- that the complexity of land surface model evidently affects

SLAB, GSSALB, EtaSLAB and MRFSLAB, which are all

coupled to the SLAB LSM, is consistent with that from the rameterization plays an important role in SB modelling.

study of Srinivas et al. (2007).

Also, as seen from Figs. 2-8 and Table 3, the observedn agreement with the observed results (Miao et al., 2008).

SB simulations. This implies that land surface process pa-

In addition, it should be mentioned that the model does not
simulate any cloud for any experiment in this study. This is

SB displays clear inland penetration, that is, SB onset (from
early to late) varies with the distance of sites to the coastline
(from near to far). However, the different experiments show
highly varying performance in capturing SB inland penetra-

www.ann-geophys.net/27/2303/2009/
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Fig. 5. Same as Fig. 2 but #tby site.

5 Sensitivity of simulated sea breeze circulation charac- characteristic parameters of the circulation, which are sum-
teristics to PBL and LSM parameterizations marized in Table 5. These characteristics are used to quan-
titatively distinguish the difference in simulated SB vertical
SB vertical circulation characteristics are usually describedcirculation with different combinations of PBL and LSM pa-
by SB depth, inland penetration distance, and maximunrameterization schemes.
horizontal wind speed, as well as maximum vertical ve-
locity ahead of and behind the SB front (e.g., Gronas and Figure 9 shows that different experiments produce signifi-
Sandvik, 1998; Miao et al., 2003; Srinivas et al., 2007). cantly different dynamic and thermal structure of sea breeze
Also, the distance-height cross-sectiorUof(or V-) and W - circulation. The intensity of the circulation cell and the
component along latitude (or longitude) at a certain time ismixed layer depth over the land are different among all ex-
often used to illustrate and characterize SB vertical circula-periments. Also, as seen from Table 5, there exists a high
tion, depending on the coastline direction. For this reasondiversity among simulated SB inland penetration distance,
we examine the X-Z cross section Bf and W-component  depth, maximunl/-component, and updraft and downdraft
along latitude 57.72N (dashed line in Fig. 1b) at 15:00 UTC velocities, as well as SB circulation intensity (SBCI) in-
8 May 2001 (Fig. 9), and extract or compute some majordex. Among all experiments, GSSLAB predicts the strongest

Ann. Geophys., 27, 230232Q 2009 www.ann-geophys.net/27/2303/2009/
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Fig. 6. Same as Fig. 2 but at GVC site.

SB circulation with the largest inland penetration distance Comparing EtaSLAB with EtaNOAH (Table 5), we find
(20km), SB depth (500 m)/-component (6.7 ms"), up- that when coupled with the Eta PBL, the SLAB LSM pro-
draft and downdraft velocities (67.6cm’s 20.0cms?d), duces stronger SB circulation than the Noah LSM, which
and SBCI index (5.87 s 2). Srinivas et al. (2007) have is characterized by larger inland penetration distance, larger
shown that GSSLAB predicts the most intensive SB frontupdraft and downdraft velocities, as well as larger SBCI.
among all experiments (BLKSLAB, GSSLAB, EtaSLAB, The simulated U-components by these two LSMs are com-
and MRFSLAB; See also Table 3) and there is a deep penparable. In contrast, when coupled with the MRF PBL, the
etration of the SB vertical winds up to 750 hPa level. Our SLAB LSM also predicts a larger inland penetration dis-
results support their finding. Among all experiments, BLK- tance than the Noah LSM, and a similar U-component to the
SLAB, EtaNOAH and MRFNOAH predict shorter inland Noah LSM, but predicts a smaller updraft velocity maximum
penetration distance than EtaSLAB and MRFSLAB. This and a similar downdraft velocity maximum relative to the
also confirms our findings in Sect. 4 (cf. Table 3) about theNoah LSM. The simulated SBCI index by the SLAB LSM
model performance in simulating SB inland penetration. is weaker than that by the Noah LSM.

www.ann-geophys.net/27/2303/2009/ Ann. Geophys., 27, 238832009
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Fig. 7. Same as Fig. 2 but at Lejonet site.

On the other hand, comparing EtaSLAB with MRFSLAB, to the MRFSLAB, EtaNOAH and MRFNOAH. Its SBCI in-

it is found that when coupled with the SLAB LSM, the Eta dex is similar to the EtaSLAB, but much smaller than the
PBL produces stronger SB vertical circulation than MRF GSSALB. It is worthwhile mentioning that our SB simu-
PBL, which is characterized by larger inland penetration dis-lations are conducted in a coastal urban environment. The
tance, larger U-component maximum, larger updraft veloc-previous studies have indicated that urban heat island has
ity maximum, and larger SBCI. The simulated downdraft ve-impacts on SB development and in particular on the wind
locity maxima by these two PBLs are comparable. In con-fields (Yoshikado, 1992; Ohashi and Kida, 2002; Martilli,
trast, when coupled with Noah LSM, the Eta PBL also pre-2003; Lo et al., 2007; Freitas et al., 2007; Dandou et al.,
dicts a similar inland penetration distance to the MRF PBL, a2009a). In Fig. 9, the urban areas are located along the dis-
larger U-component maximum than the MRF PBL, but pre-tance from 10 to 22km. As we can see, BLKSLAB and
dicts smaller updraft and downdraft velocity maxima than GSSLAB schemes predict a stronger downdraft velocity in
the MRF PBL. As a result, the simulated SBCI index by the front of SB front, forming a secondary vertical circulation,
Eta PBL is somewhat weaker than that by the MRF PBL. Thewhich might be also related to urban heat island circulation
BLKSLAB (Blackadar PBL) produces a larger SBCl relative caused by urban-rural temperature difference, whereas other

Ann. Geophys., 27, 230232Q 2009 www.ann-geophys.net/27/2303/2009/
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schemes do not simulate such circulations very much. ThiKruit et al., 2004; Porson et al., 2007a, b). Such analyses
is mainly devoted to impacts of boundary layer and land sur-would assist in highlighting the deficiencies in PBL and/or
LSM schemes, and determine the level of coupling between

face parameterizations implemented in the model.

the land surface and the atmosphere.

The above results indicate that the impacts from the com-
bination of PBL and LSM parameterizations on the simula-
tions of SB vertical circulation are significant. The reasons6é Summary and conclusions
behind these differences resulting from using different com-
binations of PBL and LSM parameterization schemes needn this study, we investigate the impact of different combi-
to be further investigated in the future. One of the interest-nations of four PBL schemes with two LSM schemes in the
ing ways is to apply sea breeze scaling (Steyn, 1998, 2003VIM5 mesoscale model on simulated sea breeze dynamics
Wichink Kruit et al., 2004; Drobinski et al., 2006) to the with a focus on near-surface wind. Our study differs from
simulated results, because the recent studies have shown thabst of the previous studies in the literature mainly in that:

the sea-breeze speed scale is controlled by surface heat fliy the combination of Eta and MRF PBLs with the Noah
whereas the depth scale is controlled by stability (Wichink LSM is additionally involved, 2) higher model horizontal and

www.ann-geophys.net/27/2303/2009/
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Table 5. Simulated sea breeze (SB) circulation characteristics with different experiments, which are based on vertical cross Beation of
W components along 57.7 at 15:00 UTC 8 May 2001.

. . - Experiment
SB circulation characteristigs BS GS ES MS EN MN
Inland penetration distance (km) 8 20 12 10 8 8
SB depth maximum (m) 421 500 343 421 343 421
U-component maximum Magnitud&ax ) (ms-1) 49 6.7 5.6 45 5.7 45
At distance from coastline (km) -2 14 6 -2 -2 -2
At height (m a.g.l.) 38 142 85 38 38 38
Updraft velocity maximum MagnitudéX(y) (cm s 42.7 67.6 37.1 26.7 31.6 39.7
At distance from coastline (km) 8 18 10 10 8 8
At height (m a.g.l.) 539 539 539 619 539 699
Downdraft velocity maximum  Magnitudé¥(—) (cm s1) -133 -200 -125 -143 -6.3 -146
At distance from coastline (km) 6 16 8 4 0 2
At height (m a.g.l.) 1109 1647 1450 1109 1278 1109
SB circulation intensil?/ (m2 s72) 2744 5869 2.778 1.854 2160 2.444

2 Inland penetration distance is defined as the distance at which the magnitGteearhponent at the lowest model level (10 m a.g.l.)
becomes less than 0.0 msfrom positive to negative; SB depth maximum is defined as the maximum depth of a consistently positive
U-component near the coastlin€jyax is defined as the maximum positive U-component indicating SB (onshéte)is defined as the

maximumW-component (positive) ahead of the SB front, a#id is defined as the minimurw -component (negative) behind the SB front
(cf. Miao et al., 2003).

b SB circulation intensity (SBCI) is defined as: SBCgax x (W4 — W_).
€ Refer to Table 1 for abbreviations of experiments.

vertical resolutions are used, and 3) the timing and strength  SB, while BLKSLAB, EtaNOAH and MRFNOAH pre-
of SB circulation is evaluated and intercompared. dict shorter inland distance penetration distance.

The experiments aim at the simulations of a typical SB . . ) .
case (8 May 2001) over the Swedish west coast. The sim- — 'he Simulated SB characteristics, especially the in-
ulated 10-m winds are compared among different combina-  t€nsity of the SB vertical circulation, are highly vari-
tions of PBL and LSM schemes, and compared against the ~ 2Ple.  GSSLAB predicts the strongest SB circula-

observed near-surface wind from th©GE2001 field cam- tion, and BLKSLAB predicts a similar intensity of SB
paign. The focus is on SB timing and wind direction. The circulation to EtaSL'AB and MRFNOAH. MRFSI_‘AB
main conclusions are: and EtaSLAB predict somewhat weaker SB circula-

tion. There is an evident difference between SLAB

_ Al combinations of PBL and LSM schemes can re- and Noah LSMs in simulated SB circulation intensity
produce the observed SB at the coastal sites (Kan- (SBCI) (EtaSLAB versus EtaNOAH, and MRFSLAB

otféreningen, Risholmen) and the near-coastal site versus MRFNOAH).
(Jarnbrott) to a larger extent, but some differences in the, summary, choosing different combinations of PBL and
simulz_ﬂed SB ons_et, life span and strength do exist. All| g\ parameterization schemes in MM5 as applied to SB
experiments predict a delayed SB. BLKSLAB, MRFS- gimylations exhibits different model performance in simu-
LAB and MRFNOAH show better performance in pre- |ated SB timing, inland penetration distance, and circulation
dicting SB onset and life span at the two coastal sites.intensity. These differences are not only due to combination
BLKSLAB and GSSLAB perform better at théthbrott ¢oupling) of the different PBL schemes with the same LSM
site, and EtaSLAB, MRFSLAB and MRFNOAH ex-  gcheme (e.g., BLKSLAB, GSSLAB, EtaSLAB and MRFS-
hibit similar performance at this site. As a whole, BLK- LAB for SLAB LSM: EtaNOAH and MRFNOAH for Noah
SLAB is shown to perform the best among the six ex- | s\m), put also due to combination of different LSM schemes
amined combinations of the PBL and LSM schemes inyith the same PBL scheme (e.g., EtaSLAB and EtaNOAH
reproducing the SB onset and life span at the coastal ofy; g PBL; MRFSLAB and MRFNOAH for MRF PBL).
near-coastal sites. Therefore, choosing an appropriate combination of PBL
and LSM schemes is important for MM5 applications to SB
— GSSLAB, EtaSLAB and MRFSLAB predict SB inland simulations, especially when applied to air quality modelling
penetration reasonably well compared to the observedver coastal urban areas. Moreover, using the advanced Noah
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LSM scheme does not imply better results than with the sim-  complex topography: comparison of wind-profiling radar mea-
pler SLAB LSM scheme. surements and MM5 numerical predictions, Ann. Geophys., 24,

At last, it is necessary to point out that: 1) more case 1537-1549, 2006,

studies of SB under different large-scale forcing conditions _httP://www.ann-geophys.net/24/1537/2006/

; ; ; Blackadar, A. K.: Modeling the nocturnal boundary layer. Preprints,
s (e.g., complex ter- ) ; : A
andjor over different geographical regions (.9 b Third Symposium on Atmospheric Turbulence, Diffusion and

ram) should be done to geperallze our'flndlngs, and 2) appli- Air Quality, Raleigh, NC, American Meteorological Society, 46—
cation of sea breeze scaling to the simulated results could 49. 1976,

significantly improve our understanding of the differences gj;cxadar, A. K.: High resolution models of the planetary boundary
caused by using different combination of PBL and LSM pa-  |ayer, in: Advances in Environmental Science and Engineering,
rameterization schemes in the SB simulations. edited by: Pfafflin, J. and Ziegler, E., vol. 1, no. 1, Gordon and
Breach Publishers, Newark, 50-85, 1979.
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