Mapping of coma anisotropies to plasma structures of weak comets: a 3-D hybrid simulation study
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Abstract. The effects of coma anisotropies on the plasma environment of comets have been studied by means of a 3-D hybrid model which treats electrons as a massless, charge-neutralizing fluid, whereas ion dynamics are covered by a kinetic approach. From Earth-based observations as well as from in-situ spacecraft measurements the shape of the coma of many comets is ascertained to be anisotropic. However, most plasma simulation studies deploy a spherically symmetric activity pattern. In this paper anisotropy is studied by considering three different coma shape models. The first model is derived from the Haser model and is characterised by spherical symmetry. This reference model is then compared with two different neutral gas shape models: the dayside restricted model with no nightside activity and a cone shaped model with opening angle of \(\pi/2\). In all models the integrated surface activity is kept constant. The simulations have been done for the Rosetta target comet 67P/Churyumov-Gerasimenko for two heliocentric distances, 1.30 AU and 3.25 AU. It is found that shock formation processes are modified as a result of increasing spatial confinement. Characteristic plasma structures of comets such as the bow shock, magnetic barrier region and the ion composition boundary exhibit a shift towards the sun. In addition, the cone shaped model leads to a strong increase of the mass-loaded region which in turn leads to a smooth deceleration of the solar wind flow and an increasing degree of mixture between the solar wind and cometary ion species. This creates an additional transport channel of the magnetic field from the magnetic barrier region away which in turn leads to a broadening of this region. In addition, it leads to an ion composition boundary which is only gradually developed.
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1 Introduction

The International Rosetta Mission of the European Space Agency (ESA) to comet 67P/Churyumov-Gerasimenko (CG) has renewed the interest of a wide community of researchers in cometary science. As a cornerstone mission it is expected to substantially widen our current knowledge of the origin of the solar system by studying the origin of comets (Schulz et al., 1999). Its payload comprises of twenty-five experiments among them instruments to study the evolution of the interaction region of the solar wind and the outgassing comet during perihelion approach (Glassmeier et al., 2007). In conjunction with previous spacecraft missions which carried instruments to study the plasma environment of comets such as the NASA International Cometary Explorer to comet 21P/Giacobini-Zinner in 1985, several encounters with comet 1P/Halley in 1986 (Neugebauer et al., 1990), the Giotto spacecraft encounter with comet 26P/Grigg-Skjellerup in 1992 (Johnstone et al., 1993; Neubauer et al., 1993) and most recently the Deep Space 1 (DS1) spacecraft encounter with comet 19P/Borrelly in 2001 (Young et al., 2004), Rosetta is expected to significantly contribute to our understanding of comets in general and to the plasma environment of comets in particular.

Over the past three decades these spacecraft missions have inspired the development of several models to study the interaction of the solar wind plasma with the cometary ionosphere. Among these were analytical, fluid-based (MHD, multi-fluid), and hybrid models. Each of them has its own strengths and weaknesses, but together they offer a
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steadily improving base towards a better understanding of such a challenging phenomenon as the plasma environment of comets.

Analytical models provide basic but still very important insights into structure and magnitude of the effects to be expected (Biermann et al., 1967; Mendis et al., 1984). Magnetohydrodynamics and multi-fluid models constitute a very efficient method to study the global structure of the plasma environment of strongly outgassing comets (Weggmann et al., 1987; Bogdanov et al., 1996; Gombosi et al., 1996; Hansen et al., 2007; Benna and Mahaffy, 2006). In this regime, close to perihelion, the characteristic length scale of the solar wind-comet interaction is large compared to the gyroradii of the heaviest particles and thus a fluid description is appropriate. However, for low cometary production rates, as expected for CG (Lamy et al., 2007), where the extension of the coma is small compared to the large gyroradii of the heaviest considered species, a kinetic description provides valuable insights into the plasma environment of comets (Lipatov et al., 2002; Motschmann et al., 2006). Hybrid models treat the dynamics of the solar wind ions and cometary ions kinetically while retaining a fluid description for the electrons. This approach offers the chance to model kinetic effects such as finite gyroradius effects (Bagdonat et al., 2002b).

A very important ingredient of any numerical study of the solar wind-comet interaction is the treatment of the cometary plasma source. Key effects such as the pickup process depend heavily on the initial spatial distribution of neutral atmospheric particles before being ionized and then dominated by the interaction with the solar wind plasma. All simulation models aforementioned assume a spherically symmetric cometary plasma source. However, from spacecraft missions as well as from Earth-based observations a sunward/tailward anisotropy in \( \text{H}_2\text{O} \) outgassing is indicated for a wide range of comets such as 2P/Encke, C/1995 O1 (Hale-Bopp), 1P/Halley, 9P/Temple 1, 19P/Borrelly. More precisely, comet 2P/Encke is well known for its asymmetric coma morphology (Feldman et al., 1984; Festou et al., 2000). The DS1 mission to comet 19P/Borrelly revealed a significant offset of plasma boundaries to the north of the comet-sun line, which has been attributed to a strong asymmetry in the neutral gas coma (Young et al., 2004). The DS1 MICAS camera has revealed a well collimated large dayside jet, possibly responsible for the anisotropic coma morphology. More recently, in conjunction with NASA’s Deep Impact (DI) mission to comet 9P/Temple 1, Feaga et al. (2007) reported a sunward/anti-sunward asymmetry in \( \text{H}_2\text{O} \) gas around the nucleus. Even in case of Rosetta’s target comet CG, albeit so far not so intensively investigated, there are hints of an anisotropic coma morphology (Lamy et al., 2006; Schleicher, 2006).

Numerical investigations of coma dynamics also indicate a persistent anisotropy of the inner coma. Combi (1996) reported about numerical studies of a pure-gas subsolar jet for a moderate active comet \((\approx 3 \times 10^{28} \text{ s}^{-1})\) that revealed a particle flow to be concentrated on the dayside, although 15% of the particle flow crosses the terminator. During the same period Xie et al. (1996) published numerical studies about \( \text{H}_2\text{O} \) gas flow for 1P/Halley that showed a radial outflow of gas with only small lateral velocities. Although, these investigations have been performed for strong comets, it is conceivable that inhomogeneous and localized surface activity of weak comets leads to an anisotropic coma morphology. Hence, there is a need for a systematic investigation into possible effects of an anisotropic coma to the plasma environment of comets.

Only recently two investigators have addressed this issue in conjunction with the DS1 mission to 19P/Borrelly. Delamere (2006) reported about studies with a semi-hybrid code, only the cometary ions are being treated kinetically while the solar wind protons are being treated as a fluid. In this paper large gyroradius effects of cometary ions on the plasma environment are studied by variation of the interplanetary magnetic field strength. The deployed mass-loading pattern was essentially isotropic. Hence, neglecting the findings of Young et al. (2004) which indicate an anisotropic coma at the time of the DS1 encounter. More recently Jia et al. (2008) reported about a series of MHD studies for 19P/Borrelly with an anisotropic plasma source. These investigators aim to reproduce the observed offset of the mass-loading peak and the velocity minimum measured by DS1 in 2001. They assume different anisotropic mass-loading pattern for their global MHD model. The conclusion of this investigation is that anisotropy cannot be solely responsible for the observed offsets. The authors point out that kinetic effects, such as finite gyroradius could provide a possible mechanism to interpret the DS1 measurements. We conclude that while Delamere (2006) is partly able to resolve finite gyroradius effects, the solar wind protons are treated as a fluid, the model of Jia et al. (2008) is not able to do so. But the latter authors have studied anisotropy with their global MHD model. In this paper we extended both approaches by studying different anisotropic plasma sources with a hybrid model which is able to fully resolve finite gyroradius effects since it treats both solar wind ions and cometary ions kinetically.

In order to address this issue we have conducted a series of model calculations. Our model regards idealized and simplified configurations of real comets. For the determination of input parameters and boundary conditions we refer to the expected situation of CG. From a gas dynamic model we infer two shape models for the cometary plasma source, a dayside restricted and a cone shaped model. For comparison we calculate the classical spherically symmetric coma model as well. In order to address two different states of nucleus activity the calculations have been done for two heliocentric distances. At 1.30 AU cometary activity is so pronounced that strong mass-loading effects on the solar wind flow can be expected while at 3.25 AU the nucleus is so faint that only minor modifications of the solar wind flow should occur. The paper is organized as follows. In the next section we will...
introduce our model. The third section presents our results and a discussion thereof. A summary finishes the paper.

2 Model description

Hybrid model calculations of the plasma environment of comets require the computation of the time evolution of the electromagnetic field and a model to calculate the dynamics of the constituents of the solar wind and cometary plasma. In case of the cometary plasma we are also in need to specify a model for the mechanism responsible for cometary activity. Hence, we will first discuss the coma shape model and then the hybrid model.

2.1 Coma shape models

A widely applied model for the coma shape is the Haser model (Haser and Swings, 1957). It has been used by various investigators to derive production rates from measured column densities (A’Hearn, 1982; Cochran, 1985; Rauer et al., 2005; Fulle et al., 2003). A simplified version of this model has been used in the past to study the solar wind-comet interaction as well. The Haser model is used to calculate the gas distribution in a coma. The nucleus is assumed to be a point source. A constant radial expansion velocity \( u_n \) and an isotropic gas coma ionized mainly through photolytic processes are key assumptions of this model. Neglecting any multi-species or multi-step ionization processes leads to a neutral gas distribution of the so called parent molecules according to (Combi et al., 2004; Mäkinnen et al., 2005)

\[
n_{n,a}(r) = \frac{\dot{Q}}{4\pi u_n r^2} e^{-\frac{r}{\lambda_p}}.
\]  

(1)

\( \dot{Q} \) is the total neutral gas production rate, \( r \) is the cometocentric radial distance and \( \lambda_p \) is the Haser scale length of the parent species. Although, this model is somewhat contentious and has been criticized for a lack in physical justification it seems to empirically fit in most cases the observed gas distributions (A’Hearn, 1982). Therefore, it is widely used as a reference model despite the crude approximation of the physical and chemical processes. In a very similar approach this model has been used to study the solar wind-comet interaction. In this case the Haser scale length \( \lambda_p \) is given by the product of the inverse ionization frequency and the expansion velocity \( \lambda_p = v^{-1} u_n \). For a heliocentric distance of about 1 AU the ionization rate \( v \) is \( \approx 10^{-6} \) 1/s (Mendis et al., 1985). The spherically symmetric shape model of this paper is defined by Eq. (1) and it is referred to as 4 \( \pi \) case.

For weak comets a free-flow model of the coma is applicable, as the hydrodynamic region, if at all, is confined close to the vicinity of the nucleus (Combi et al., 1988). Therefore, the assumption of a neutral gas stream expanding in straight lines with a constant outflow velocity seems to be a good approximation. In addition, Combi (1996) has done a series of calculations with a Direct Simulation Monte Carlo code which suggested that for moderately active comets (6 \( \times \) \( 10^{28} \) 1/s) the heating of the coma remains small so that the assumption of a constant outflow velocity seems to be justified. Throughout this paper we use a constant outflow velocity \( u_n \) of about 1 km/s, which is in good agreement with the cited calculations. Another deployed model assumption is to neglect any gravitational attraction on the expanding species.

In order to investigate the influence of an anisotropic coma to the larger scale plasma structures a refined model which takes the observed coma anisotropies into account is necessary. An anisotropic coma is due to inhomogeneous and localized regions of activity on the cometary surface. Jet-like structures have been found at various comets. In case of 1P/Halley, cometary surface jets have been compared with a gas flow of a rocket exhaustion plume, for which a simple analytical model exists (Kömle, 1990). This axisymmetric gas-jet model allows us to calculate the neutral gas density as a function of radius \( r \) and polar angle \( \theta \) according to

\[
n_n(r, \theta) = \rho^* A_p \left( \frac{r^*}{r} \right)^2 \left[ \cos \left( \frac{\pi \theta}{\theta_{\text{lim}}} \right) \right]^{\frac{2}{\gamma - 1}} \begin{cases} 0 & \text{for } \theta < \theta_0, \\
 & \text{for } \theta_0 \leq \theta < \theta_{\text{lim}} \\
 & 0 & \text{else}.
\end{cases}
\]  

(2)

with

\[
c_0 = \left[ \cos \left( \frac{\pi \theta_0}{2 \theta_{\text{lim}}} \right) \right]^{\frac{2}{\gamma - 1}}.
\]  

(3)

This model is based on the assumption of a gas flow through a nozzle into vacuum. The continuum flow region is characterized by an isentropic core expansion up to a certain angle \( \theta_0 \) and adjacent to it there exists a non-isentropic boundary layer expansion region up to an angle \( \theta_{\text{lim}} \), as sketched in Fig. 1. From mass conservation consideration it is possible to derive expressions for the constants \( A_p, \theta_0 \) and \( a_g \). \( \gamma \) is the adiabatic coefficient of gas, i.e. vapour has 5/3. \( \rho^* \) is the nozzle throat gas density and \( r^* \) the nozzle throat radius. \( \theta_{\text{lim}} \) is the limiting expansion angle.

From this model we derive two simplified model geometries to introduce an anisotropic coma morphology – the dayside restricted and a cone shaped model with an opening angle of \( \pi/2 \). As to compare we conduct calculations with the spherically symmetric coma model as depicted by Eq. (1) as well. The models are sketched in Fig. 2. For all three cases we confine cometary activity geometrically in such a way that the integrated surface activity, i.e. the total gas production rate \( \dot{Q} \), remains for all cases the same. On the one hand, this approach is necessary in order to simulate the same number of ions mass-loading the solar wind flow for different
initial particle distributions. On the other hand, observers derive, in most cases with a Haser model, integrated outgassing rates from measurements. Since the spatial resolution is limited, it is not possible to localize the gas distribution around the nucleus, so that the information of how the gas is distributed around the nucleus is missing. Therefore, it is reasonable to model in all investigated cases an equally active comet for three different geometrical limits.

The neutral gas density for the dayside restricted model reads

\[ n_{h,2\pi}(r, \phi, \theta) = \alpha_{2\pi} n_{h,4\pi}(r) \left(1/2\right)(\theta) \]  

(4)

where \( \phi \) is the azimuthal angle in the cometocentric coordinate system in which the polar axis points in the \(-x\) direction. This model is referred to as \( 2\pi \) calculation throughout this paper. The above introduced function \( 1_{[0, \pi]}(\theta) \) is the indicator function and it is defined according to

\[ 1_{[0, \pi]}(\theta) = \begin{cases} 1 & \text{for } \theta \in [0, \pi) \\ 0 & \text{else} \end{cases} \]

(5)

The coefficient \( \alpha_{2\pi} \) is derived from the constraint that the integrated surface activity remains the same for the \( 2\pi \) and \( 4\pi \) cases (see Appendix for more details). Its numerical value is

\[ \alpha_{2\pi} = 2. \]

(6)

For the cone model we restrict the polar angle \( \theta \) according to

\[ n_{h,\pi}(r, \phi, \theta) = \alpha_{\pi} n_{h,4\pi}(r) \left(1/4\right)(\theta) \]

(7)

This model is referred to as \( \pi \) model, with \( c \) as an acronym to cone. The calculation of \( \alpha_{\pi} \) relies in complete analogy to the \( 2\pi \) case on the constraint that the integrated surface activity remains in the \( 4\pi \) case equal to the \( 2\pi \) case. Its numerical value is

\[ \alpha_{\pi} = \frac{2}{1 + \frac{1}{2} \sqrt{2}} \approx 6.8 \]  

(8)

In these coma models spatial confinement leads to an increase of the neutral gas density by a factor, which is in case of the dayside Eq. (6) and in case of the cone model Eq. (8). Hence, increasing spatial confinement leads to a rise of the neutral gas density in order to ascertain an equally active comet.

In Fig. 2 we show a snapshot of the gas cloud through the polar plane of our coordinate system for the three considered test cases. Our coordinate system is defined in Fig. 3. At each time step the code produces pickup currents mass-loading the solar wind according to these three shape models. As in the spherically symmetric limit we assume a neutral gas expansion with a constant outflow velocity on straight lines. From the neutral gas density we infer an ion production rate according to

\[ \frac{\partial n_i(r, \phi, \theta)}{\partial t} = v n_h(r, \phi, \theta) \]

(9)

It should be mentioned that in this paper we model the coma to consist only of gas. Any dust component is neglected, although it has an effect on gas expansion (Keller et al., 1994). The incorporation of a dust component would open a new field of investigation, which at this point would bring us to far away from the topic of interest. Moreover, the current knowledge of gas-dust interaction in the inner coma is a matter of intense research and not yet fully understood.

### 2.2 Hybrid model

As the applied hybrid simulation code has already been discussed in previous papers (Bagdonat et al., 2002a,b) we refrain from going into the details of the code. Instead, we briefly present the set up of our simulations.

In the hybrid simulation model a kinetic description of solar wind protons as well as cometary ions is considered. With this method kinetic effects due to the large gyroradii of cometary ions as well as protons compared to the size of the obstacle, which for comets is the spatial extension of the coma, can be studied while retaining a certain amount of efficiency. The spatial coordinate \( x_i \) and the velocity \( v_i \) of macroparticles representing either solar wind protons or cometary ions have to fulfill Newtonian equations of motion. The driving agent is the Lorentz force as well as a drag force, to simulate collisions with neutral gases, which could be particularly important for dense atmospheres. In this model the charge-to-mass-ratio of a macroparticle equals that ratio of a real particle. The equations are
Fig. 2. Snapshot of the comet outgassing patterns for the three investigated cases at a heliocentric distance of 1.30 AU. At each time step the hybrid code generates particles according to these patterns. The solar wind enters the box from the left side in +x-direction. On the left we have the spherically symmetric, in the middle the day side restricted and on the right the cone shaped model. We plot the polar plane of our coordinate system. The concentration of particles on the sun illuminated side is clearly visible. Notice the larger scale in the cone shaped model.

\[
\frac{d}{dt} x_s = v_s \\
\frac{d}{dt} v_s = \frac{q_s}{m_s} \left( E + v_s \times B \right) - k_D n_n \left( v_s - u_n \right).
\]  

(10)

Here \( q_s \) and \( m_s \) are the charge and mass of a particle of species \( s \), solar wind protons or cometary ions, respectively; \( n_n \) and \( u_n \) are the number density and bulk velocity of the neutrals. \( k_D \) is a constant describing the collisions of ions and neutrals, given as \( 1.7 \times 10^{-9} \text{ cm}^3 \text{ s}^{-1} \) according to Israelevich et al. (1999).

The electric field equation is derived from a momentum conservation equation of the electron fluid under the assumptions of a massless fluid and quasi-neutrality (Bagdonat, 2004)

\[
E = -\mathbf{u}_i \times \mathbf{B} + \frac{1}{\mu_0} \frac{\nabla \times \mathbf{B}}{\rho_i} + \frac{\nabla P_{e,sw} + \nabla P_{e,c}}{\rho_i}.
\]

(11)

\( \mathbf{u}_i \) is the mean ion bulk velocity and \( \rho_i \) the mean ion density. In this equation two different electron pressure terms have been introduced to account for the substantial difference in the temperatures of electrons of solar wind and cometary origin (Bagdonat, 2004; Boesswetter et al., 2004; Simon et al., 2007). Both electron populations are described by adiabatic laws

\[
P_{e,j} \propto \beta_{e,j} n_{e,j}^{\kappa} \quad (j = sw, c).
\]

(12)

The condition of quasi-neutrality demands the electron density to equal the ion density \( n_{e,j} = n_{j} \) with \( j = sw, c \). A fluid description of the electrons is justified. Their gyroradius is 0.5 km. This holds for a magnetic field of 4.9 nT and an average velocity of 430 km/s. Thus, their gyroradius is far smaller than the characteristic length scale of the interaction region which is thousands of km large. The plasma beta \( \beta_{e,sw} \) of solar wind electrons has a value of 0.5 while for electrons of cometary origin \( \beta_{e,c} \) is 0.04. In this work \( \kappa = 2 \) has been chosen in accordance to previous studies (Bagdonat, 2004; Boesswetter et al., 2004; Simon et al., 2007). From Faraday’s

Fig. 3. Coordinate system of the three-dimensional simulation. The electric field \( \mathbf{E} \), the magnetic field \( \mathbf{B} \) and the solar wind velocity \( \mathbf{v} \) correspond to the undisturbed solar wind conditions. In Sect. 3 we discuss contour plots through the \( x = 0 \) (terminator), the \( y = 0 \) (polar) and the \( z = 0 \) (ecliptic) planes.
law an equation for the time evolution of the magnetic field is derived (Bagdonat, 2004)

$$\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{u}_b \times \mathbf{B}) - \nabla \times \left( \frac{\nabla \times \mathbf{B} \times \mathbf{B}}{\mu_0 \rho_0} \right). \quad (13)$$

In Fig. 3 we show the geometry of our 3-D simulation box. The solar wind enters the domain from the −x direction with a constant bulk velocity $\mathbf{u}_b$. Upstream we apply inflow boundary conditions. Hence, the inserted particles enter the simulation box according to the undisturbed background conditions with a thermal velocity distribution characterized by a width of 25 km/s. Such kind of boundary conditions are applicable since the solar wind flow is supersonic, so that no information from the solar wind-comet interaction travels upstream. Downstream we apply outflow boundary conditions. Hence, all particles leaving the simulation box are deleted. On the remainder planes we apply inflow boundary conditions. We use a Cartesian equidistant grid with a mesh of 90 nodes in each spatial direction. While this resolution enables us to resolve the inertial length at 3.25 AU, this is no longer true at 1.3 AU. This trade-off is necessary since currently CPU time and memory constraints on current workstations restrict the number of mesh points in each spatial direction to around 100.

At the beginning we switch on the comet by producing at each time step a certain amount of particles according to the discussed shapes (see Fig. 2). Each newly generated cometary macro particle starts with a constant radial outflow velocity $\mathbf{u}_n$. Self-consistency is reached after the solar wind passes several times through the simulation box. The physical parameters of the solar wind plasma have been chosen in accordance to the expected conditions of CG at two different heliocentric distances 3.25 AU (Rosetta instruments on) and 1.30 AU (perihelion) which is in agreement with Hansen et al. (2007). For all three scenarios we use the same values which are summarized in Table 1.

### 3 Results

The traditional way of presenting 3-D simulation results are 2-D contour plots along cutting planes. Although, this is going to be our method of choice as well we start with a 3-D illustration of the magnetic field at 1.30 AU in Fig. 4. The presentation continues then with Figs. 6, 7 and 8, which show the polar, ecliptic and terminator planes, respectively. In this context Fig. 5 shows 1-D plots along the x-axis. Finally, we present in Fig. 9 the main results of the calculations at 3.25 AU. We chose these two different heliocentric distances because they mark important stages of the Rosetta mission and because they represent two different physical regimes due to the large difference in the activity of the nucleus. In the latter comet ions serve mainly as test particles while in the former activity is so high that mass loading of the solar wind becomes substantial as comparative studies between hybrid and MHD models in Hansen et al. (2007) have shown.

Before going into the discussion of the 3-D illustration in Fig. 4 we briefly introduce our coordinate system in Fig. 3. The orthogonal planes of the coordinate axes through the origin of the coordinate system are referred to as terminator, polar and ecliptic planes with their orthogonal vector being the x-, y- and z-axis, respectively. Our presentation will be focused on these planes since they provide good insights into the physics of the solar wind-comet interaction.

In Fig. 4 we show a 3-D illustration of our fully 3-D computation for the magnetic field along the orthogonal planes of the coordinate axes. This calculation has been done for the

### Table 1. Parameters used for the presented simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1.30</th>
<th>3.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_H$ (AU)</td>
<td>1.30</td>
<td>3.25</td>
</tr>
<tr>
<td>$B_0$ (nT)</td>
<td>4.9</td>
<td>1.6</td>
</tr>
<tr>
<td>$n_0$ (cm$^{-3}$)</td>
<td>6.0</td>
<td>0.9</td>
</tr>
<tr>
<td>$u_b$ (km/s)</td>
<td>430</td>
<td>360</td>
</tr>
<tr>
<td>$u_n$ (km/s)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$Q$ (s$^{-1}$)</td>
<td>$5 \times 10^{27}$</td>
<td>$1 \times 10^{24}$</td>
</tr>
<tr>
<td>$N \times N \times N$</td>
<td>90×90×90</td>
<td>90×90×90</td>
</tr>
<tr>
<td>$\beta_{e,sw}$</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\beta_{e,c}$</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$v$ (s$^{-1}$)</td>
<td>$10^{-6}$</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>
spherically symmetric case at 1.30 AU heliocentric distance. A good way to gain access to the wealth of information coded in this presentation is to first discern three distinct different regions. The region in front of the obstacle is characterized by the undisturbed interplanetary magnetic field. Closer to the nucleus the magnetic field is shocked leading to the formation of a bow shock (BS) which is accompanied by the magnetic barrier region (MBR) as a parabolic structure from the +z to the −z hemisphere. Behind this structure on the downstream side we recognize a region with reduced values in magnetic field strength. The formation of such a depletion zone is also visible along the terminator and the polar planes of Fig. 4. In regions of an undisturbed solar wind the magnetic field is transported through convection. However, as the solar wind approaches the nucleus, cometary ion density goes up. In this case mass loading of the solar wind leads to deceleration of the solar wind ions, while the solar wind electron fluid faces an outward directed cometary electron pressure. Hence, the mixing region of the solar wind species with the cometary species is rather small. Therefore, the magnetic field remains bound to the motion of the solar wind species rather than being passed to the cometary species. This leads to the formation of the MBR with the magnetic field draped around the obstacle.

From now on, we will be solely focused on 2-D and 1-D representations of our results. In all contour plots the color scale denotes the strength of the fields while the drawn arrows represent the projection of the respective vector fields on the cutting plane. We are going to focus our discussion on the densities of the solar wind protons and cometary ions, on their respective bulk velocity fields and on the electric as well as the magnetic fields. In order to establish an efficient way of reference we introduce the term 4π case for the spherically symmetric case with which we are going to start our discussion. Next we discuss the results of the dayside restricted calculation, which we refer to as 2π run, and in which case we will be particularly interested in differences to the 4π run. In the same manner we will finally present and discuss our findings of the cone shaped run, referred to as cπ case. Since we perform a comparative study with different neutral gas sources, we plot in Figs. 6, 7, 8 and 9 all calculated quantities for all runs in three columns as the most efficient way to compare them.

### 3.1 4π run at 1.30 AU

The spherically symmetric case is commonly used as a model for the neutral gas source in investigations of the plasma environment of comets. We therefore discuss its features in some detail. As already pointed out for the magnetic field in the 3-D plot of Fig. 4 we discern in the solar wind density and bulk velocity plot as well as in the electromagnetic fields three regions of distinct different behavior. This is the case for all three considered planes: the polar plane in Fig. 6, the ecliptic plane in Fig. 7 and the terminator plane in Fig. 8. While the homogeneous background region dominates the upstream side, we encounter somewhat in the middle of the
Fig. 6. Cut through the polar plane of the simulation box at 1.30 AU. The first column shows the results for the spherically symmetric (4\pi), the middle column for the day side restricted (2\pi) and the third column for the cone shaped model (c\pi). We show the solar wind density (a, g, m) and bulk velocity (b, h, n), the cometary ion density (c, i, o) and bulk velocity (d, j, p), the magnetic (e, k, q) and the electric field (f, l, r). The undisturbed solar wind flow points in +x while the convective electric field points in -z direction. Increasing spatial confinement leads in both cases, 2\pi and c\pi, to quantitative modifications of the plasma boundaries while in the c\pi case we encounter also qualitatively new features. The boundaries are pushed in both cases towards the sun and they exhibit a broadening compared to the 4\pi case. Notice the larger spatial scale in case of the c\pi run.
Fig. 7. Cut through the ecliptic plane of the simulation box at 1.30 AU. Like in Fig. 6 we show from left to right the spherically symmetric, the day side restricted and the cone shaped model. The solar wind density (a, g, m) and bulk velocity (b, h, n), the cometary ion density (c, i, o) and bulk velocity (d, j, p), the magnetic (e, k, q) and the electric field (f, l, r) are shown. The undisturbed solar wind flow points in +x direction while the interplanetary magnetic field points in +y direction. In general this plane is characterized by its high symmetry with respect to the x-axis. This is the result of being the orthogonal plane of the convective electric field. Increasing spatial confinement leads in both cases, $2\pi$ and $\pi$, to an increase of the mass-loaded region. In the $\pi$ case, however, this region increases substantially compared to the $4\pi$ case. As a consequence the deceleration of the solar wind flow occurs much smoother. This is clearly visible when comparing (b) with (n). In addition, it leads to a MBR, shown in (q), which covers a larger area. Notice the larger spatial scale in case of the $\pi$ run.
simulation box a parabolically shaped structure which marks depending on the considered field a transition region with enhanced or decreased magnitudes. The downstream side is characterized by a decrease in magnitude. An obvious reason for these common structures is the fact that they are all derived from an equilibrium supersonic background flow. In contrast to that cometary plasma acts as a pollutant, mass loading the solar wind flow. Consequently, cometary properties like density distribution or bulk velocity reveal a distinct different behavior as is visible in Fig. 6c and d.

At a heliocentric distance of 1.30 AU cometary activity of CG is so pronounced that it is in the regime of a fully developed shock as discussed by Bagdonat et al. (2002b). In Fig. 6a we can clearly identify a BS to be located at \(4.0 \times 10^3\) km from the nucleus along the x-axis. The BS is accompanied by the proton pileup region which exhibits various substructures. These kind of structures have been referred to as shocklets or turbulent structures by Omidi et al. (1990) and they have been observed not only for comets but also for Mars by Boesswetter et al. (2004) and magnetized asteroids by Simon et al. (2006). The characteristic scale of the shocklets can be derived from the width of the cycloidal motion. A mean velocity of 400 km/s and a magnetic field of 9 nT lead to proton gyroradii of 460 km which in turn leads to a width of the cycloidal motion of \(2\pi r_g \approx 3000\) km (Boesswetter et al., 2004). This value is in good agreement with the width of the BS of about 3500 km along the x-axis.

Another pronounced feature of the BS is its asymmetric structuring along the z-axis, especially visible in Fig. 6a. In the +z hemisphere the density seems to consist several rays while in the −z hemisphere it reaches higher values. Due to the deceleration of solar wind ions and their subsequent thermalization the individual ion velocity deviates from the background flow. Hence, more solar wind protons are picked-up by the convective electric field which leads to the observed predominant particle transport in −z direction. An important boundary clearly developed in the solar wind density is the ion composition boundary (ICB) or cometopause. This boundary prevents the mixing of the solar wind plasma with the relatively cold cometary ion plasma. Comparing Fig. 6a and c we recognize that in regions of high cometary ion density the solar wind density is reduced and vice versa. The physical mechanism of this boundary has been investigated for Mars and Titan by Simon et al. (2007). The authors identified a combination of electron pressure and the convective electric field to be responsible for the formation of this boundary. As in principle the discussed mechanism is also applicable on comets, we won’t go into greater details here.

From Fig. 6c we can infer that cometary ions are mainly confined in the tail region. Their motion is predominantly oriented 45° from the undisturbed solar wind flow in −z direction. The heavy cometary ions have large gyroradii causing a motion with large cycloidal arcs. The cometary ion tail to be seen in the −z region of the simulation box is just the first section of this cycloidal arc. With an average velocity of about 300 km/s and a magnetic field of 5 nT the gyroradius of cometary ions is about 10 000 km. This value has to be compared to that part of the tail lying in the simulation box which is of about 16 000 km. The observed cycloidal tail structure correlates very well with the non-vanishing magnetic field downstream of the magnetic barrier region seen in Fig. 6e. This magnetic field is responsible for the gyromotion of the cometary ions visible in Fig. 6c.

The magnetic field in Fig. 6e shows a similar behavior as the solar wind density. Both quantities reach their maximum values along the x-axis at the same position as shown in Fig. 5a and d. This indicates the excitation of a fast magnetosonic mode. The MBR is clearly developed and exhibits a spatial width along the x-axis which is larger than the pileup region of the solar wind density. This indicates an increasing degree of mixing between the electron species of solar wind and cometary origin.

The most striking feature of the ecliptic plane shown in Fig. 7 is its symmetry with respect to the x-axis. Since the ecliptic plane is the orthogonal plane of the convective electric field the observed asymmetries along the polar plane are coupled to this field. In Fig. 7a we see the deflection of solar wind ions around the obstacle forming two symmetrical lobes. They transport the magnetic field around the obstacle as is shown in Fig. 7e. In the terminator plane (Fig. 8) the predominant particle transport of cometary ions and solar wind protons is the −z direction. Due to this asymmetry the MBR is not circular but exhibits an asymmetry along the z-axis visible in Fig. 8e.

### 3.2 \(2\pi\) run at 1.30 AU

We now switch from the first column of Figs. 6, 7 and 8 to the second one, which shows the results for the dayside restricted calculation. In complete analogy to the 4\(\pi\) case we can identify three pronounced regions in the plots of the electromagnetic fields and solar wind quantities. As the physics involved is in principle the same for these two cases we will be focused in working out the differences. Our main goal is to understand what kind of effects geometric confinement of cometary activity has on the plasma environment of comets.

Comparing the \(2\pi\) run with the 4\(\pi\) we clearly recognize their qualitative similarities in all quantities throughout the three cutting planes. The differences are mostly quantitative in nature. Day side activity causes a stronger shift of the BS towards the sun. While at the 4\(\pi\) run the BS sets in at \(4.0 \times 10^3\) km, we encounter it in the \(2\pi\) case at a cometocentric position of \(6.7 \times 10^3\) km. This can be seen in the 1-D plot of Fig. 5a and b and in the cutting plane of Fig. 6a and g. The ratio of the BS distances is 1.64 and seems to correlate with the increase of neutral gas population by a factor of 2 in the dayside restricted case, see Eq. (4). Similarly, the width of the BS along the x-axis exhibits a ratio of 1.58. The substructuring of the proton pileup region is here also developed. From Fig. 5a, b and d we can infer that the jump in
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Fig. 8. Cut through the terminator plane of the simulation box at 1.30 AU. From left to right the results of the spherically symmetric, the day side restricted and the cone shaped model are shown. The solar wind density (a, g, m) and bulk velocity (b, h, n), the cometary ion density (c, i, o) and bulk velocity (d, j, p), the magnetic (e, k, q) and the electric field (f, l, r) are the presented quantities. The interplanetary magnetic field points in +x while the convective electric field points in −z direction. The predominant particle transport in −z direction is clearly visible in the solar wind and cometary ion bulk velocities. Spatial confinement causes clear differences in the cometary ion density between the cπ case and the other two models. In (o) we can see the spatial constraints on the activity of the nucleus due to the cone shape model. Since the MBR has a larger distance to the origin of the coordinate system, the situation seems to adjust to the undisturbed background flow, as shown in (q). Notice the larger spatial scale in case of the cπ run.
Fig. 9. Cut through the polar plane of the simulation box at 3.25 AU. From left to right we show the results for the spherically symmetric, for the day side restricted and the cone shaped model. The solar wind density (a, g, m) and bulk velocity (b, h, n), the cometary ion density (c, i, o) and bulk velocity (d, j, p), the magnetic (e, k, q) and the electric field (f, l, r) are shown. The undisturbed solar wind flow points in +x while the convective electric field points in -z direction. The solar wind flow remains unaffected by the cometary plasma. Spatial confinement only increases the pileup of the magnetic field (e, k) and in case of (q) it leads furthermore to a detachment of the magnetic field from the nucleus surface. With increasing spatial confinement the pileup of the magnetic field leads to an increasing twist of the cometary ion tail in direction of the solar wind flow.
solar wind proton density and density in the magnetic field strength along the x-axis remains comparable to the 4π run.

The Much cone of the fast magnetosonic mode exhibits a larger opening angle than in the 4π case. With a magnetosonic velocity of 300 km/s and of 330 km/s in case of the 4π and 2π runs deduced from Fig. 6b and h we obtain an angle between the undisturbed solar wind flow and the fast magnetosonic mode of about 44° and 49°, respectively. These values are in good agreement with Fig. 6a and g. The fact that the solar wind density and the magnetic field in Fig. 6g and k exhibit the same behavior clearly indicates the excitation of a fast magnetosonic mode as was the case for the 4π run. Hence, the form of the magnetic barrier region in Fig. 6e and k supports the conclusion of an increased fast magnetosonic wave propagation as a result of the spatial confinement of cometary activity. A comparison of the solar wind density and the magnetic field plots for the two cases in the ecliptic plane Fig. 7a and e, g and k supports the drawn conclusions.

The overall picture of a perceived stronger comet is also confirmed by the solar wind velocity plots in Fig. 6b and h for the 4π and 2π cases, respectively. Since cometary activity is solely confined to the sun illuminated side of the nucleus mass-loading of the solar wind sets in on a larger distance from the nucleus compared to the 4π run. However, as Fig. 5e shows the situations remains comparable.

The orientation of the cometary ion tail in Fig. 6i is slightly twisted away from the anti-sunward direction. This indicates an increase of the gyroradius of cometary ions. Taking the magnetic field plot of Fig. 6k into consideration we meet in the downstream side a stronger decrease of the magnetic field, which reduces the cycloidal motion of the cometary ions seen in Fig. 6i. With a magnetic field strength of about 3 nT and an average velocity of about 300 km/s we obtain a gyroradius of the cometary ions of 16 000 km. The gyroradius has to be compared to the gyroradius of the 4π run, which is ≈10 000 km, and to the extension of the tail lying in the simulation box of about 15 000 km. Since only the beginning of the cycloidal motion is shown in Fig. 6i the predominant transport direction of the cometary ions seems to be twisted away from the sun-comet line. Another visible difference to the 4π run is due to the deployed outgassing pattern. The dayside activity leads to a higher density on the sun illuminated side.

The comparison between the 2π and 4π cases reveals quantitative differences while qualitatively both cases agree well. Therefore, by assuming a spherically symmetric outgassing comet and by assigning the observed total outgassing rate Q also to the nightside of the nucleus one ends up considering a weaker comet. Bagdonat (2004) reported about a similar behavior for a different scenario. By considering a weak comet with the same hybrid code and a spherically symmetric profile, the 4π case of this paper, this investigator observed a similar blow up of the plasma structures by increasing the electron temperature by a factor of 10. In case of hybrid plasma simulations of Mars Boesswetter et al. (2004) have also confirmed that the electron temperature can modify the observed plasma structures. In this investigation we leave the electron temperature, or the cometary plasma beta, constant for all considered cases. Our aim is to clarify what influence an anisotropic outgassing comet could have on its plasma environment. Therefore, we conclude that in case of small deviations from the spherically symmetric outgassing pattern the observed plasma structures show quantitative modifications but qualitatively the overall picture remains the same. The spatial activity pattern of the nucleus can quantitatively modify the location and shape of the plasma boundaries encountered at a comet and has to be considered among other parameters, such as the electron temperature, in order to fit plasma simulations to observational data.

3.3 4π run at 1.30 AU

We now switch to the last column of Figs. 6, 7 and 8, which shows the results for the cone shaped model. This outgassing pattern deviates stronger from the spherically symmetric case than the 2π run. Consequently, the observed plasma structures show not only quantitative but also qualitative modifications. An obvious effect of the cone shaped model is the substantial increase of the interaction region. The simulation box has an extension of about 74 000 km twice as large as in the other two cases. A BS is located at a cometocentric position of 18.8 × 10^3 km as shown in Fig. 6m. Compared to the 4π case this makes an increase of a factor 4.5 which is to some degree comparable to the increase in cometary activity introduced in Eq. (7). The spatial extension of the BS is about 13 600 km along the x-axis which is almost 4 times larger than in the 4π case. The shape of the BS correlates to the cone shaped outgassing pattern. It is instructive to take another look at Fig. 2. Similar to the previous two cases we observe in the solar wind the already discussed substructuring of the proton pileup region. The cometary ion tail is to a larger part visible because of the substantially increased simulation box. The gyroradius of cometary ions is about 13 000 km for a magnetic field of 3 nT, as deduced from Fig. 6q, and an average velocity of 300 km/s. Hence, some complete cycloidal arcs are included in the simulation box.

So far the obtained picture of the plasma environment seems to fit the conclusion drawn in the previous section that spatial confinement of cometary activity leads to a perceived stronger comet causing a blow up of the plasma structures. However, a more refined analysis unveils important differences. In Fig. 5a, b and c are shown the solar wind and cometary ion density for the three investigated cases. These figures show that the mixing region between the two species increases due to spatial confinement. Moreover, the cone shaped model leads to a substantial broadening of the MBR as shown in Fig. 5d. This observation is also confirmed by comparing the contour plots along the polar Fig. 6e, k and q and ecliptic plane Fig. 7e, k and q. Finally, Fig. 5e shows...
that in the $c\pi$ case deceleration of the solar wind is much smoother than in the other cases. Hence, the main result of this investigation is that while the solar wind density, shown in Fig. 6m, exhibits similar structures like in the previous two cases, the magnetic field, shown in Fig. 6q, undergoes a distinct different evolution. In addition, the ICB seems to be only gradually developed in contrast to the other cases as inferred from Fig. 5c.

In order to understand this result a quantity $\Xi$ is introduced which relates the width of the mixing region $\xi$ to that of the $4\pi$ case

$$\Xi_{2\pi} = \frac{\xi(2\pi)}{\xi(4\pi)}. \quad (14)$$

As a representative value for the width of the mixing region $\xi$ a horizontal line through a density value of 1 cm$^{-3}$ is considered reasonable. This mixing ratio $\Xi$ takes a value of 1.4 in case of the $2\pi$ run and a value of 4.1 in the $c\pi$ model. These figures clearly show that the mixing region between the two species undergoes a slight and a strong increase in case of the dayside and the cone shaped model, respectively.

Mass-loading of the solar wind leads to an acceleration of the cometary ions which in turn due to momentum conservation causes a deceleration of the solar wind flow. In case of the $c\pi$ run the mass-loaded region is substantially increased. Bearing in mind that at such large distances the gradient of the cometary ion density is rather small, it becomes obvious that mass-loading of the solar wind occurs continuously and not so sharp as in the other cases. Therefore, the solar wind deceleration is smooth. In contrast to that, in the $2\pi$ case the mass-loading region increases but remains with a $\Xi_{2\pi}$ value of 1.4 comparable to the $4\pi$ case. Therefore, the velocity gradient is much steeper than in the $c\pi$ case. In addition, the degree of mixing remains weak so that an ICB is clearly developed. That confirms our findings of the previous section and is in good agreement with the respective figures of Fig. 5.

However, in case of the $c\pi$ run the mixing between the solar wind and cometary species, expressed by a mixing ratio $\Xi_{c\pi}$ of 4.1, occurs on a larger scale. Therefore, the ICB is only gradually established. The large scale mass-loading of the solar wind is also responsible for the broadening of the MBR. The magnetic field is no longer mainly transported by convection through the solar wind species but also with increasing intensity through the cometary species. Hence, an additional transport channel of the magnetic field from the barrier region away is established which hampers the peak value and leads to the observed broadening of the magnetic field in Fig. 5d. The cometary bulk velocity plot in Fig. 6p shows that cometary ions reach rather high velocities in the region of 20 000 km which is the position of the MBR. This corroborates the drawn conclusion that the cometary species is increasingly involved in the convective transport of the magnetic field.

The cone shaped model deviates stronger from the spherically symmetric case. It has been studied to simulate a strong

neutral gas jet as observed for many comets. This investigation reveals that increasing spatial confinement leads to an increase of the mass-loaded region along the comet-sun line. This has three effects on the plasma environment of comets. First, the mixing region of solar wind and cometary species is increased which in turn opens an additional transport channel for the magnetic field from the MBR away. Hence, the MBR is broader. Second, this strong mixing leads to a gradually developed ICB. Finally, the deceleration of the solar wind is much smoother than in the previous cases.

3.4 Calculations at 3.25 AU

At a heliocentric distance of 3.25 AU CG is expected to be extremely faint. Therefore, the feedback of cometary activity to the solar wind should be very weak. This expectation is confirmed by the simulation results shown in Fig. 9. In this figure we show the polar plane but the same holds for the terminator and the ecliptic planes which are therefore not shown here.

In the first column of Fig. 9 we show the results for the $4\pi$ case. Due to the very faint nucleus the solar wind flow is not altered by the outgassing comet as shown in Fig. 9a and b. The predominant flow direction throughout the simulation box remains the same. Only the magnetic and the electric fields in Fig. 9e and f show first modifications. These are localized and confined to the immediate vicinity of the nucleus. The pileup of the magnetic field leads to its increase by almost a factor of 2 compared to the background value. The electric field shows a weak decline in the inner coma. These two configurations should exert according to Eq. (10) a strong force on the solar wind protons but since the cross-section of these modifications is small and the solar wind flow is very fast the interaction time is too short to cause any visible effects on the solar wind flow. The developing twist of the magnetic field excites a fast magnetosonic wave which later on with increasing cometary activity leads to the formation of the linear Mach cone (Bagdonat et al., 2002b). Closer to perihelion this cross-section increases substantially causing the development of different plasma boundaries (see the sections dealing with the 1.30 AU calculations).

The global picture of the cometary ion density shown in Fig. 9c is characterized by the pickup process. The newly born ions expand with an initial velocity of 1 km/s in radial direction. The convective electric and the magnetic fields force the ions on a cycloidal trajectory. Since the spatial extension of the simulation box is 600 km we only encounter the beginning of the cycloidal arc. Assuming a velocity of 50 km/s as indicated by Fig. 9d the gyroradius of the cometary ions $r_{g,hi}$ is approximately 5200 km. The transport direction of the heavy ions is a superposition of the cycloidal motion in $-z$ direction dominated by the convective electric field and the guiding center drift parallel to the undisturbed solar wind flow. The twist of the magnetic field visible in Fig. 9e exposes a force on the cometary ion tail twisting it
slightly in the solar wind flow direction. This is clearly visible in the cometary ion density of Fig. 9c. Due to the finite expansion velocity of newly born ions we can discern in Fig. 9c the formation of a so-called heavy ion density jump (HIDJ) (Bagdonat, 2004). The high ion density close to the nucleus is enhanced by deceleration of heavy ions traveling in northward direction and their cycloidal transport in \( -z \) direction. With increasing cometary activity this HIDJ boundary develops into the ICB. For this calculation we can summarize that for such low production rates cometary ions serve mainly as test particles despite first modifications of the electromagnetic field topology. This conclusion is in good agreement with previous results (Motschmann et al., 2006; Hansen et al., 2007; Bagdonat et al., 2002b).

Switching to the second column of Fig. 9 we can draw the following picture for the dayside restricted case. In analogy to the \( 4\pi \) case the effects of spatial confinement lead to negligible modifications of the solar wind plasma. The solar wind density and velocity field shown in Fig. 9g and h remain unaltered. However, the twist of the magnetic field is here again confined to the inner coma but it is getting stronger as shown in Fig. 9k. Now the jump in magnitude is given by almost a factor of 3. The spatial extension of this modification has increased by roughly a factor of 2. A similar response can be observed in the electric field shown in Fig. 9l. Here, we meet first indications of the formation of a linear Mach cone. In Figs. 9i and j we can recognize the dayside restricted ion cloud. Since at this heliocentric distance the gyroradius of cometary ions is very large the transport of cometary ions in the downstream side is very weak and it occurs mainly in the \( +z \) hemisphere. That is the reason for the sharp boundary between upstream and downstream, especially in the \( +z \) hemisphere. Furthermore, the increasing modifications of the electromagnetic field topology lead to a stronger twist of the cometary ion tail in direction of the undisturbed solar wind flow in comparison to the \( 4\pi \) case of Fig. 9c.

Finally, switching to the third column of Fig. 9 we can draw the following conclusions about the effects to be expected due to an anisotropic coma morphology. Despite weak cometary activity spatial confinement of newly created ions lead to stronger modifications in the electromagnetic field topology. In distinction to the \( 4\pi \) and \( 2\pi \) cases we can now observe not only an increase of the magnetic field but also a detachment of it from the inner coma. The center of the twisting magnetic field is now located some 120 km from the nucleus away. It covers an area of about \( 10^{4} \) km\(^2\) compared to the 250 km\(^2\) of the \( 2\pi \) case. The electric field now shows a precursor of a linear Mach cone in the \( +z \) direction and adjacent to it in the \( +z \) hemisphere a region of almost vanishing field strength. In Figs. 9o and p we can recognize the cone shaped ion cloud. Similar to the \( 2\pi \) case the observed sharp boundaries in the \( +z \) hemisphere are due to the deployed cone shape and the large gyroradius of cometary ions. Furthermore, the increasing modifications of the electromagnetic field topology lead to a stronger twist of the cometary ion tail in direction of the undisturbed solar wind flow.

4 Summary

In order to address the influence of coma morphology to the plasma environment of comets we have conducted a series of model calculations. Our model regards idealized and simplified configurations of real comets. From a gas dynamic model we infer two shape models for the cometary plasma source, a day side restricted and a cone shaped model. For comparison we calculate the widely used spherically symmetric coma model as well. In order to address two different states of nucleus activity the calculations have been done for two heliocentric distances \( 1.30 \) AU and \( 3.25 \) AU. The physical parameters of the calculations have been chosen in accordance to the expected conditions of CG the target comet of the Rosetta mission.

The comparison of the spherically symmetric and the dayside restricted cases reveal a perceived stronger comet in the latter. Spatial confinement of cometary activity on the sun illuminated side of the nucleus leads to a blow up of the plasma structures. The standoff distance of the bow shock and its width along the \( x \)-axis are increased by a factor of 1.6, which seems to be correlated to the increase of cometary activity on the dayside by a factor of 2. The opening angle of the Mach cone in the \( 2\pi \) case is increased by a factor of 1.1 compared to the \( 4\pi \) case. The jump of the solar wind density at the ICB and of the magnetic field at the MBR along the \( x \)-axis are for both cases almost equal. However, qualitatively both cases agree very well. Therefore, by assuming a spherically symmetric outgassing comet and by assigning the observed total outgassing rate \( Q \) also to the night side of the nucleus one ends up considering a perceived weaker comet. Therefore we conclude that the spatial activity pattern of the nucleus can quantitatively modify the positions and shapes of the plasma boundaries encountered at a comet and it has to be considered among other parameters, such as the electron temperature (Bagdonat, 2004; Boesswetter et al., 2004), in order to fit plasma simulations to observational data.

The \( c\pi \) case reveals not only quantitatively but also qualitatively modifications of the plasma structures. Further increase of spatial confinement, as done in this case, leads to a strong increase of the mass-loading region. The location of the BS is pushed further to the sun by a factor of 4.5 compared to the \( 4\pi \) case. The mixing region between the solar wind species and the cometary species is increased by a factor of 4.1. This has three effects on the plasma environment. First, the increasing mixing of the two different species opens an additional transport channel for the magnetic field. With increasing intensity the magnetic field can also be transported by the cometary species which leads to a broadening of the MBR. Second, the increasing degree of mixture between the species leads to an ICB which is only gradually developed.
Third, it is found that the deceleration of the solar wind is much smoother than in the other two cases.

Our investigations at 3.25 AU confirmed previous results (Motschmann et al., 2006; Hansen et al., 2007; Bagdonat et al., 2002b). The nucleus is so faint that despite spatial confinement almost no modifications of the solar wind flow occurs. For such low production rates cometary ions serve mainly as test particles. Only the electromagnetic field topology exhibits first modifications. With increasing spatial confinement the pileup of the magnetic field increases but its cross-section remains too small to cause any visible effects on the solar wind flow. The increased magnetic field leads only to a stronger twist of the cometary ion tail in direction of the solar wind flow. In addition, increasing confinement causes a detachment of the magnetic field pileup region from the immediate vicinity of the nucleus. Spatial confinement of cometary activity causes visible modifications of the plasma environment of comets. Depending on the deployed mass-loading pattern important plasma structures of comets close to the sun, like the BS, the MBR and the ICB, are modified. Therefore, the actual spatial activity pattern of the nucleus should be incorporated in plasma simulations of comets. Among other parameters, such as the outgassing rate or the electron temperature the activity pattern has to be taken into consideration to interpret observational data. The presented investigation can also be used as a starting point to conduct research on the plasma environment of other bodies in the solar system, known for an anisotropic atmosphere, such as the Saturnian Moon Enceladus.

Appendix A

A key assumption of the presented investigation is that the integrated surface activity remains constant for all three cases. Consider a shell with radial extension of $\Delta R$ from the surface of a spherical nucleus of radius $R_0$. Let $\Delta N$ denote the number of particles which are generated during a time interval $\Delta t$. The condition of an equally integrated surface activity then reads as

$$\Delta N_{\Delta \pi} = \Delta N_{2\pi} = \Delta N_{c\pi} . \quad (A1)$$

If the neutral gas density $n(r)$ is known, the number of particles produced in a time interval $\Delta t$ is obtained from

$$\Delta N = \int_0^{2\pi} d\phi \int_0^{\pi} d\theta \sin(\theta) \int_{R_0}^{R_0 + \Delta R} dr \ r^2 n(r) . \quad (A2)$$

For the spherical symmetric case given in Eq. (1) this expression evaluates to

$$\Delta N_{\Delta \pi} = Q \ Delta t e^{-\nu R_0 \ \nu} . \quad (A3)$$

For typical values of $\nu$ and $u_n$ the exponential evaluates to almost zero. Hence, the e-term can be set to 1. The time interval $\Delta t$ is defined as the time in which a particle travels the distance $\Delta R$ with a constant expansion velocity $u_n$. This derivation implies the assumption that the shell is small compared to the nucleus radius $R_0 \ll 1$. Assume that the polar axis of the cometocentric coordinate system points to the $-x$ direction of the coordinate system in Fig. 3. Then day side activity leads to the following modification of the particle density which is given in Eq. (4)

$$n_{n,2\pi}(r) = \alpha_{2\pi} n_{n,4\pi}(r) \{0,\pi/2\}(\theta) . \quad (A4)$$

The production of particles is uniform distributed in the angle ranges $\langle \phi, \theta \rangle \in [0, 2\pi) \times [0, \pi/2)$ and obey in radial direction a profile according to a $r^{-2}$ law. The coefficient $\alpha_{2\pi}$ is introduced to secure that the integrated activity is equal to the $4\pi$ case. It is obtained from the constraint that the number of particles generated during a time interval $\Delta t$ in case of the $2\pi$ run equal to the $4\pi$ case, which is Eq. (A1). Calculation of the integral in Eq. (A2) yields for the $2\pi$ case

$$\Delta N_{2\pi} = \frac{1}{2} \alpha_{2\pi} Q \ Delta t e^{-\nu R_0 \ \nu} . \quad (A5)$$

Combining this equation with Eqs. (A1) and (A3) yields the following result for $\alpha_{2\pi}$

$$\alpha_{2\pi} = 2 . \quad (A6)$$

In the cone shaped model defined in Eq. (7) the production of particles is uniform distributed in the angle ranges $\langle \phi, \theta \rangle \in [0, 2\pi) \times [0, \pi/4)$. In this case, a coefficient $\alpha_{c\pi}$ is introduced to secure that the integrated activity is equal to the $4\pi$ case. The neutral gas density of the cone shaped model already given in Eq. (7) reads as

$$n_{n,c\pi}(r) = \alpha_{c\pi} n_{n,4\pi}(r) \{0,\pi/4\}(\theta) .$$

Using Eq. (A2) yields

$$\Delta N_{c\pi} = 2\pi \left(1 - \frac{1}{2} \sqrt{2} \right) \frac{1}{4\pi} \alpha_{c\pi} Q \ Delta t e^{-\nu R_0 \ \nu} . \quad (A7)$$

With Eqs. (A1) and (A3) the following value of $\alpha_{c\pi}$ is obtained

$$\alpha_{c\pi} = \frac{2}{1 - \frac{1}{2} \sqrt{2}} \approx 6.8 . \quad (A8)$$

Acknowledgements. The work of U. Motschmann, S. Simon and A. Boesswetter is supported by the Deutsche Forschungsgemeinschaft through grants MO 539/13 and MO 539/15. For Fig. 4 the visualization program developed by Stefan Wiehle, TU Braunschweig, has been used which is gratefully acknowledged.

Topical Editor I. A. Daglis thanks two anonymous referees for their help in evaluating this paper.

References


Schleicher, D. G.: Compositional and physical results for Rosetta’s...