Relationship between downwelling surface shortwave radiative fluxes and sea surface temperature over the tropical Pacific: AMIP II models versus satellite estimates
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Abstract. Incident shortwave radiation at the Earth’s surface is the driving force of the climate system. Understanding the relationship between this forcing and the sea surface temperature, in particular, over the tropical Pacific Ocean is a topic of great interest because of possible climatic implications. The objective of this study is to investigate the relationship between downwelling shortwave radiative fluxes and sea surface temperature by using available data on radiative fluxes. We assess first the shortwave radiation from three General Circulation Models that participated in the second phase of the Atmospheric Model Intercomparison Project (AMIP II) against estimates of such fluxes from satellites. The shortwave radiation estimated from the satellite is based on observations from the International Satellite Cloud Climatology Project (D1) data and the University of Maryland Shortwave Radiation Budget model (UMD/SRB). Model and satellite estimates of surface radiative fluxes are found to be in best agreement in the central equatorial Pacific, according to mean climatology and spatial correlations. We apply a Canonical Correlation Analysis to determine the interrelated areas where shortwave fluxes and sea surface temperature are most sensitive to climate forcing. Model simulations and satellite estimates of shortwave fluxes both capture well the interannual signal of El Niño-like variability. The tendency for an increase in shortwave radiation from the UMD/SRB model is not captured by the AMIP II models.
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1 Introduction

Climate projections depend on the ability to correctly represent the El Niño/Southern Oscillation (ENSO) phenomena in numerical climate models. Certain deficiencies in the simulation of the El Niño (Joseph and Nigam, 2006; van Oldenborgh et al., 2005), such as the intensity and location of its anomalies over the equatorial Pacific, can be attributed to processes that depend on the downwelling surface shortwave fluxes (hereafter SW \(_{\text{surf}}\)). Satellites can provide large-scale information on radiative fluxes and resulting products have been systematically evaluated against ground observations (Gupta et al., 1999; Li et al., 1995; Whitlock et al., 1995; Zhang et al., 2007). In this study it is assumed that the satellite-based estimates of SW \(_{\text{surf}}\) can be used for evaluation of products from numerical models. The model based estimates need to be evaluated against “observations” to improve parameterizations and to provide physical descriptions of observed events, such as ENSO. Here, the consistency of the SW \(_{\text{surf}}\) as produced by three models used in the Atmospheric Model Inter-comparison Project (AMIP II) experiments (http://www-pcmdi.llnl.gov/) is evaluated against SW \(_{\text{surf}}\) derived from satellite observations. The models selected for comparison were: CCSM3 (USA) (Collins et al., 2006), UKMO-HadGEM1 (UK) (Gordon et al., 2000) and CNRM-CM3 (France) (Deque et al., 1994). The data used cover the period from July 1983 to June 2000, including notable El Niño and La Niña events. The period used is limited by the availability of SW \(_{\text{surf}}\) data from the AMIP II simulations, satellites and the most recent sea surface temperature (SST) data from the National Oceanic Atmospheric Administration (NOAA) (Reynolds et al., 2002). The comparison is performed over the tropical Pacific where a strong signal of interannual variability occurs.

Radiative fluxes from different models have been investigated in several recent studies. For example, Wielicki et al.
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(2002) have shown that model simulations fail to predict observed variation in the radiation emitted by the planet. Allan et al. (2004) evaluated the radiation budgets from the 40 Year Re-analysis (ERA-40) against satellite data; they found that the climatology of clear-sky shortwave radiation is well captured by ERA-40 while interannual changes are poorly simulated. Weare et al. (1995) observed similar patterns for cloudiness using models and satellite observations for the period 1979 to 1988, though models gave smaller magnitudes of the variation. Stott et al. (2003) point out that climate models, such as the Hadley Center coupled atmosphere-ocean general circulation model (HadCM3), underestimate the observed climate response to solar forcing. Other studies have considered the interactions between radiative fluxes and ENSO phenomenon. For example, Chen et al. (2002) found an association between El Niño, and longwave and reflected shortwave radiation at the top of the atmosphere. Chou et al. (2004) stressed the importance of solar heating to explain the interannual variations of SST. Martin et al. (2004) also obtained El Niño signals in highly reflective clouds. Vecchi and Harrison (2003) point out that the interactions between anomalous El Niño conditions and the seasonal cycle of shortwave radiation may explain the processes that cause the end of the El Niño year. However, the links between \( SW_{\downarrow, surf} \) and SST using different types of data have not been investigated.

In the following section we briefly describe the data and methods used. Section 3 presents a comparison between \( SW_{\downarrow, surf} \) from General Circulation Models runs of the AMIP II outputs and from satellite estimates (hereafter UMD/SRB). We explore the connection between \( SW_{\downarrow, surf} \) with El Niño and examine the trend of the simulated and satellite estimated \( SW_{\downarrow, surf} \) time series in Sect. 4. A summary of the major findings is provided in the Conclusion section.

### 2 Data and methods

The \( SW_{\downarrow, surf} \) from AMIP II models was evaluated against the \( SW_{\downarrow, surf} \) produced with version 2.2 of the University of Maryland/Shortwave Radiation Budget (UMD/SRB) model. This model calculates fluxes in a vertically inhomogeneous scattering-absorbing atmosphere (Wiscombe, 1977; Pinker and Laszlo, 1992; Laszlo and Pinker, 1993; Pinker et al., 1995; Zhang et al., 2007). The satellite estimates have been evaluated against ground observations (Xia et al., 2006; Zhang et al., 2007) and were included in a number of intercomparison efforts (Halthore et al., 2005).

The AMIP II models are available from the Program for Climate Model Diagnosis and Intercomparison (PCMDI) (http://www-pcmdi.llnl.gov/). We selected three models based on the closeness of their spatial resolution to the satellite data and on the best performance of the mean state compared to UMD/SRB data. Some characteristics, such as horizontal and vertical resolution and references that document the models are listed in Table 1. The monthly mean Sea Surface Temperature OI.v2 is produced on a one-degree grid using in situ and satellite data that are described and evaluated against observations in Reynolds et al. (2002) and Smith and Reynolds (2004). The analysis was performed for the period July 1983 to June 2000 over the region 140°E to 100°W, 20°S to 20°N. The monthly means from the AMIP II simulations and the SST data were re-gridded to the 2.5° grid of the satellite \( SW_{\downarrow, surf} \). The reduced resolution of SST to match the resolution of \( SW_{\downarrow, surf} \) did not affect this intercomparison study. In fact, the correlation between the SST time series averaged over the El Niño 3.4 region with and without re-gridding is 0.99. The standard deviation of the re-gridded data decreased 15% with respect to the original data.

We use a sea level pressure gradient index (\( \Delta SLP \)) computed from the difference in SLP anomalies with respect to the monthly means averaged over (160°W to 80°W, 5°S to 5°N) and over (80°E to 160°E, 5°S to 5°N) (Vecchi et al., 2006) to compare the changes in tropical Pacific circulation with the \( SW_{\downarrow, surf} \) variations. The \( \Delta SLP \) index is derived from the reanalysis data of the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) (Kalnay et al., 1996).

The Canonical Correlation Analysis (CCA) method was used to identify the regions of \( SW_{\downarrow, surf} \) that are dynamically connected with El Niño events. CCA is a statistical technique that identifies patterns in multivariate data sets and constructs transformed variables by projecting the original data onto these patterns. The new variables maximize the interrelationship between the two data sets. CCA is an extension of multiple regression and is useful in diagnosing aspects of the coupled variability of two fields (Wilks, 2006; von Storch and Zwiers, 1999).

The analysis was performed on anomalies or departures from the monthly mean at each grid point. The data are scaled by the square root of the cosine of the latitude to ensure that equal areas have equal influence. Bretherton

### Table 1. AMIP II models used in this study.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model Center</th>
<th>Resolution</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSM3 (USA)</td>
<td>NCAR</td>
<td>Spectral T85 x L26</td>
<td>Collins (2006)</td>
</tr>
<tr>
<td>UKMO-HadGEM1 (UK)</td>
<td>Hadley Center</td>
<td>N96 L38</td>
<td>Gordon (2000)</td>
</tr>
<tr>
<td>CNRM-CM3 (France)</td>
<td>Meteo-France</td>
<td>Spectral T63 x L45</td>
<td>Deque (1994)</td>
</tr>
</tbody>
</table>

et al. (1992) have suggested pre-filtering of the two fields by applying Empirical Orthogonal Functions (EOF) (Jolliffe, 2002) before computing CCA. Therefore, the SW_{surf} and the SST data were prefiltered by replacing them with a truncated set of their principal components. Livezey and Smith (1999) provide some guidance to this approach, which has become a conventional procedure for data reduction. The interrelationships were measured in terms of the correlation coefficients between the canonical components associated with the leading modes. The errors of the correlation coefficients were derived by a re-sampling procedure with the bootstrap method (Wilks, 1997).

Trends of SW_{surf} from UMD/SRB and AMIP II models were obtained by a nonlinear regression method using a weighted least-squares fit of the anomalies to time (IMSL, 1997). The significance of the trend was measured by the non-parametric Kendall’s Z test (Press et al., 1996), by subtracting the number of discordant pairs from the number of concordant pairs. The significant trend at the 95% level corresponds to the Z test greater than $|2|$. Weatherhead et al. (1998) proposed a formula to obtain the number of years necessary to detect a trend because the precision is affected by the variability and autocorrelation of the data. The numbers of years used in our study to detect the trend is within the required interval. The Wang et al. (2007) test was used to check the homogeneity of the time series before obtaining the trend, the test detects undocumented discontinuities in climate data series or whether the values are statistically different from the most probable values.

### 3 Assessment of AMIP II model performance

Figures 1a to d show the average SW_{surf} data from the AMIP II models and from the UMD/SRB estimates, showing similar patterns. Larger values are seen over the eastern Pacific (300 W m$^{-2}$) while lower values are found over
the western Pacific (200 W m$^{-2}$). Figures 2a to c show the SW$_{\text{surf}}$ difference between the AMIP II and UMD/SRB. In general, the CCSM3 and CNRM-CM3 models underestimate SW$_{\text{surf}}$ while the UKMO-HadGEM1 model overestimates SW$_{\text{surf}}$ with respect to the UMD/SRB data. The bias between SW$_{\text{surf}}$ from AMIP II in relation to UMD/SRB will be explained in the next section in the context of the different connections between SST and SW$_{\text{surf}}$.

The panels of Fig. 3 show the correlations between the anomalies of SW$_{\text{surf}}$ from models and UMD/SRB. The spatial correlation patterns indicate higher correlation coefficients (in %) near the central equatorial Pacific. The field significance of correlation maps is given by the percentage of grid points where the correlations have local significance at the 95% level. The CNRM-CM3 model accounts for 55% of the grid area with significant correlation, while the CCSM3 and UKMO-HadGEM1 models give significant correlation for 49% and 48% of the grid area, respectively. However, the UKMO-HadGEM1 model gives the highest correlation values in the central equatorial Pacific when compared to the other two models.

4 Assessment of model variability

In this section, we compare the variability of SW$_{\text{surf}}$ from the UMD/SRB and AMIP II models with the SST variability. The association between SW$_{\text{surf}}$ in the central Pacific and SST in the eastern Pacific was previously reported on by Liu and Gautier (1990), Liu et al. (1994), Waliser et al. (1994).
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**Table 2.** Correlation coefficients, and their error interval, between shortwave SW$_{\text{surf}}$ averaged over El Niño 4 region and sea surface temperature SST averaged over El Niño 3.4 region; and the ΔSLP or the difference in sea level pressure over (160° W to 80° W, 5° S to 5° N) and over (80° E to 160° E, 5° S to 5° N). Regression coefficients, and their error interval, between SW$_{\text{surf}}$ and SST in W m$^{-2}$ per degree; and between SW$_{\text{surf}}$ and ΔSLP in W m$^{-2}$ per hPa.

<table>
<thead>
<tr>
<th>SW$_{\text{surf}}$</th>
<th>Correlation SST(3.4)</th>
<th>Regression SST(3.4)</th>
<th>Correlation ΔSLP</th>
<th>Regression ΔSLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMD/SRB(4)</td>
<td>-0.83±0.02</td>
<td>-13.3±2.5</td>
<td>0.89±0.01</td>
<td>13.6±2</td>
</tr>
<tr>
<td>CCSM3(4)</td>
<td>-0.79±0.03</td>
<td>-11.8±2.5</td>
<td>0.77±0.03</td>
<td>10.6±1.6</td>
</tr>
<tr>
<td>UKMO-HadGEM1(4)</td>
<td>-0.86±0.02</td>
<td>-13.3±2.2</td>
<td>0.82±0.02</td>
<td>11.8±2.3</td>
</tr>
<tr>
<td>CNRM-CM3(4)</td>
<td>-0.83±0.02</td>
<td>-16.8±3.1</td>
<td>0.76±0.03</td>
<td>14.3±3.4</td>
</tr>
</tbody>
</table>

Our objective is to identify not only the areas where SW$_{\text{surf}}$ and SST are linked but also to learn whether the models agree with the satellite-based findings on such relationships. We applied CCA to the three principal component subsets of each field, namely, SW$_{\text{surf}}$ and SST. Figures 4a to e show the spatial configuration of the leading canonical correlation pattern (CCP) for the satellite estimates (UMD/SRB), those corresponding to the models (CCSM3, UKMO-HadGEM1 and CNRN-CM3) and for SST. The SST map corresponds to the CCA between UMD/SRB and SST. In these figures zones are characterized where SW$_{\text{surf}}$ and SST are intercorrelated or dynamically linked. The connected regions correspond approximately to the area of El Niño 3.4 (170° W to 120° W, 5° S to 5° N) in the case of SST data (Fig. 4e, hereafter SST(3.4)) and to the area of the El Niño 4 (160° E to 150° W, 5° S to 5° N) for the SW$_{\text{surf}}$ data (Figs. 4f, 4g, 4h, hereafter SW$_{\text{surf}}$(4)). These figures indicate that a negative (positive) SW$_{\text{surf}}$ over the central Pacific is correlated to warming (cooling) over the eastern Pacific. This mode of SW$_{\text{surf}}$ and SST variability represents the ENSO event. Therefore, the atmospheric component of ENSO can be characterized by SW$_{\text{surf}}$, in addition to other atmospheric circulation considerations. Figures 4f to i show the corresponding Canonical Correlation Coefficients (CCC). The Opposite association can be seen between the time series that represents SW$_{\text{surf}}$ variability in relation to the one that represents SST variability. The correlation coefficients between the leading Canonical modes of SST and SW$_{\text{surf}}$ are −0.86, −0.87, −0.83 and −0.79 for UMD/SRB, CCSM3, UKMO-HadGEM1 and CNRM-CM3, respectively. The signals of
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**Table 3.** Correlation coefficients, and their error interval, between shortwave SW$_{\text{surf}}$ averaged over El Niño 4 region for AMIP II and UMD/SRB models. Standard deviation of SW$_{\text{surf}}$ (STD). Linear trend and significance of the trend (Kendall’s Z test).

<table>
<thead>
<tr>
<th>SW$_{\text{surf}}$</th>
<th>Correlation STD</th>
<th>Linear trend</th>
<th>Kendall’s Z test</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMD/SRB(4)</td>
<td>1.0</td>
<td>16.2</td>
<td>0.52</td>
</tr>
<tr>
<td>CCSM3(4)</td>
<td>0.77±0.03</td>
<td>15.1</td>
<td>-0.09</td>
</tr>
<tr>
<td>UKMO-HadGEM1(4)</td>
<td>0.82±0.02</td>
<td>15.6</td>
<td>-0.009</td>
</tr>
<tr>
<td>CNRM-CM3(4)</td>
<td>0.74±0.03</td>
<td>20.4</td>
<td>0.024</td>
</tr>
</tbody>
</table>
the 1997/1998 and 1991/1992 ENSOs are stronger in the component of the SW ↓surf (blue line) than in the component of the SST (red line). The CCC contain significant oscillations between the 3.5- and 7-year periods as revealed by power spectra of these time series (not shown). The correlation coefficients did not improve when lagging the time series, probably because the adjustment between SW ↓surf and SST anomalies is shorter than one month, which is the time interval used in this study.

Figures 5a to e illustrate anomalies or departures from the mean in the Hovmöller representation for SST and SW ↓surf corresponding to UMD/SRB and the three AMIP II models. The shaded contours show the time-longitude evolution for the equatorial Pacific (5° S to 5° N). To the right of each Hovmöller figure, the time series evolution averaged over the above referenced boxes is represented. As expected, the positive (negative) phase of SST in the eastern Pacific is related to negative (positive) SW ↓surf anomalies in the central Pacific. There is a clear correspondence between amplification and dissipation of the anomalies, which is indicative of a forcing that affects both atmosphere and ocean almost simultaneously. These results agree with Yu and Boer (2002) and Ramanathan and Collins (1991).

The SW ↓surf and SST data over the specific regions previously identified were averaged to determine the connections between SST and SW ↓surf. The correlation and regression coefficients between the anomalies of SW ↓surf and SST time series corresponding to the boxes (designated by UMD/SRB(4), CCSM3(4), UKMO-HadGEM1(4), CNRM-CM3(4) and SST(3,4)) are depicted in Table 2. The correlation coefficients measure the significance of the association between the changes in SW ↓surf, from simulations and the UMD/SRB model, with SST. The linear regressing between SW ↓surf and SST quantify the response. These results (Table 2) indicate a negative response of SW ↓surf to an increase in SST. The magnitude of SW ↓surf attenuation (in W m−2 per degree) or “the shading effect” is greater for CNRM-CM3(4) and lower for CCSM3(4), while UMD/SRB(4) and UKMO-HadGEM1(4) give a similar response to SST.

The SW ↓surf AMIP II bias relative to the UMD/SRB data is investigated considering the different links between SW ↓surf and SST. For example, UKMO-HadGEM1 offers the best agreement with UMD/SRB based on the correlation coefficient (0.82) and its standard deviation has a value close to the UMD/SRB (Table 3). This model provides a response to SST similar to the one of UMD/SRB (Table 2). The CNRM-CM3 model has the lowest correlation with the UMD/SRB (0.74); it has the largest standard deviation and gives a higher response to SST than the response of the UMD/SRB to SST. We can observe in Fig. 2d that this model underestimated SW ↓surf. The correlation coefficient between CCSM3 and UMD/SRB is 0.77 (Table 3), it has a lower standard deviation than UMD/SRB and it shows the lowest response to SST (Table 2), providing negative and positive bias in relation to UMD/SRB (Fig. 2a). Although the analysis of the causes of the discrepancies among the models is beyond the scope of this paper, they could be related to different spatial resolutions. For example, the UKMO-HadGEM1 has the finest resolution (Table 1) and the best agreement with UMD/SRB.

The correlated areas of SW ↓surf and SST are not co-located because SW ↓surf is strongly impacted by clouds, and thus convection. Convection occurs when the SST exceeds a certain threshold (Graham and Barnett, 1987). As the tropical Pacific is climatologically warmer in the western and colder in the eastern basin, deep convection occurs to the west of the SST anomaly where SST-threshold for deep convection is more easily met. Larson and Hartmann (2003) explained the negative feedback between SST and SW ↓surf in the tropics as result of the increase in the high cloud area from SST warming. Sun et al. (2006) quantified the feedback from the cloud albedo to SST and obtained that many models have a weaker negative feedback than the real atmosphere and the errors may be due to the response of convection.

The changes in SST and SW ↓surf are related to circulation changes affecting cloud distribution. Table 2 gives the correlation and regression coefficients between SW ↓surf
and ΔSLP. The higher correlation coefficients correspond to the UMD/SRB and UKMO-HadGEM1 results. The responses or regression coefficients of SW↓surf to ΔSLP are positive; these results indicate that SW↓surf increases with the strengthening of the Walker circulation (Harrison and Larkin, 1998). The regression coefficient is greater in the case of CNRM-CM3 than for the other models.

The analysis of the changes in the tropical Pacific indices, such as SST(3.4), ΔSLP and SW↓surf(4) are of interest because they have effects on many components of the climate system. Figure 6e shows the SST(3.4) time series anomalies with respect to the results of this time series least-square fit to time. The slight tendency of increase is not significant according to Kendall’s Z test (0.09). Considering the link between SW↓surf and SST over the connected areas, a decrease for the SW↓surf was expected. However, the UMD/SRB(4) shows a tendency of increase at about 0.52 W m\(^{-2}\) per year (Table 3). This finding is consistent with the study of Pinker et al. (2005), who reported an overall increase in SW↓surf at a rate of 0.161 W m\(^{-2}\) yr\(^{-1}\) globally averaged and 0.179 W m\(^{-2}\) yr\(^{-1}\) over the tropical belt of 20° S to 20° N for the period 1983 to 2001. The UMD/SRB(4) increasing trend is significant according to the non-parametric Kendall Z test (Z=2.25). For the same period, CCSM3(4),
UKMO- HadGEM1(4) and CNRM-CM1(4) do not pass the test for significance in trend. These results are presented in Table 3 and in Figs. 6a to d, which show the SW↓surf anomalies and the corresponding time series least-square fit to time. For the period July 1983 to June 2000 the ∆SLP gives a positive trend of about 3 Pa per year with a significance of 1.9, according to Kendall’s Z test. This result is in agreement with the positive link between SW↓surf and ∆SLP.

The association between SW↓surf and SST is well captured by the AMIP II models, though they do not simulate the increasing trend that is present in the UMD/SRB(4) data. Therefore, it is necessary to investigate longer time series to shed light on the models’ deficiencies.

5 Conclusions

The ability of models that participated in the AMIP II experiments under the Program for Climate Model Diagnosis and Intercomparison (PCMDI) to simulate downwelling surface shortwave radiation has been examined by comparison with data from UMD/SRB satellites estimates over the equatorial Pacific. The best agreement between the various shortwave fluxes is found to be in the central equatorial Pacific, while considerable bias was found over some areas of the tropical Pacific. The various radiative fluxes were analyzed in conjunction with the sea surface temperatures by means of Canonical Correlation Analysis to learn about their
Fig. 6. Time series of SW↓surf anomalies corresponding to El Niño 4 region for: (a) UMD/SRB; (b) CCSM3; (c) UKMO-HadGEM1; (d) CNRM-CM3 in W m⁻²; (e) time series of SST anomalies corresponding to El Niño 3.4 region in °C; (f) time series of ΔSLP or the difference in sea level pressure over (160° W to 80° W, 5° S to 5° N) and over (80° E to 160° E, 5° S to 5° N). The straight lines represents the trend of the anomalies.

association and representation of the El Niño-like variability. The SW↓surf of AMIP II models captured the interannual El Niño variation seen in the SW↓surf from the UMD/SRB model. The different connections between SW↓surf and SST can possibly explain the bias of the AMIP II outputs with respect to the UMD/SRB data.

The positive trend found in the SW↓surf from the UMD/SRB satellite estimates is not captured by the AMIP II models. The discrepancies between GCM’s model data with respect to satellite estimates could be due to uncertainties in the solar absorption by the atmospheric constituents, which needs to be analyzed in depth in order to derive the best projections about the impacts of climate change. The findings of this study will be revisited with updated satellite retrieval techniques and new WCRP CMIP3 multi-model data set to clarify the interrelationships between SW↓surf and SST at longer time scales.
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