A first comparison of irregularity and ion drift velocity measurements in the E-region
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Abstract. E-region irregularity velocity measurements at large flow angles with the STARE Finland coherent VHF radar are considered in context of the ion and electron velocity data provided by the EISCAT tristatic radar system, CUTLASS Finland coherent HF radar, and IMAGE fluxgate magnetometers. The data have been collected during a special experiment on 27 March 2004 during which EISCAT was scanning between several E- and one F-region altitudes along the magnetic field line. Within the E-region, the EISCAT measurements at two altitudes of 110 and 115 km are considered while the electron velocity is inferred from the EISCAT ion velocity measurements at 278 km. The line-of-sight (l-o-s) VHF velocity measured by STARE $V_{\text{VHF los}}$ is compared to the ion and electron velocity components ($V_{0 \text{comp}}$ and $V_{\theta \text{comp}}$) along the STARE l-o-s direction. The comparison with $V_{\theta \text{comp}}$ for the entire event shows that the measurements exhibit large scatter and small positive correlation. The correlation with $V_{\theta \text{comp}}$ was substantial in the first half of the interval under study when $V_{\theta \text{comp}}$ was larger in magnitude. The comparison with $V_{0 \text{comp}}$ at 110 and 115 km shows a considerable positive correlation, with VHF velocity being typically larger (smaller) in magnitude than $V_{0 \text{comp}}$ at 110 km (115 km) so that $V_{\text{VHF los}}$ appears to be bounded by the ion velocity components at two altitudes. It is also demonstrated that the difference between $V_{\text{VHF los}}$ and $V_{0 \text{comp}}$ at 110 km can be treated, in the first approximation, as a linear function of the effective backscatter height $h_{\text{eff}}$ also counted from 110 km; $h_{\text{eff}}$ varies in the range 108–114 km due to the altitude integration effects in the scattering cross-section. Our results are consistent with the notion that VHF velocity at large flow angles is directly related to the ion drift velocity component at an altitude $h_{\text{eff}}$
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1 Introduction

In the auroral E-region (100–120 km in altitude), strong electric fields $E$ in the presence of the geomagnetic field $B$ drive the electrons through the ion gas with a velocity close to that of the $E \times B$ drift, which creates favourable conditions for the development of the two-stream or Farley-Buneman (F-B) instability and formation of field-aligned irregularities (Farley, 1963; Buneman, 1963). For the primary F-B instability to be excited at a certain angle $\theta$ with respect to the electron background drift velocity $V_{\theta 0}$, the electron drift component $V_{\theta 0} \cos \theta$ should be in excess of the ion acoustic speed $C_s$, which defines a finite cone of flow angles $\theta < \theta_0 \equiv \cos^{-1}(C_s / V_{\theta 0})$ for primary F-B waves. At large flow angles, close to perpendicularity to $V_{\theta 0}$ and outside of the instability cone, secondary plasma waves can be generated through nonlinear cascade if the level of primary density perturbations reaches a certain level (Sudan et al., 1973). The phase velocity of the secondary waves is significantly more difficult to derive theoretically and is often assumed to be equal to the phase velocity of the primary waves ($\sim V_{\theta 0} \cos \theta$, cosine law), which has been supported to some extent by numerical simulations (e.g. Keskinen et al., 1979).

Experimentally, coherent radars have been an invaluable tool for studying E-region irregularities as they provide information on the amplitude and phase velocity of perturbations...
in spatially extended regions of the ionosphere (see, for example, review papers by Fejer and Kelley, 1980; Haldoupis, 1989; Sahr and Fejer, 1996). The relationship between the Doppler velocity measured by coherent radars and electron drift velocity for observations at large flow angles has been the subject of numerous investigations. Evidence in support of the cosine law at VHF has been derived from comparisons of the Doppler velocity measurements by the Scandinavian Twin Auroral Radar Experiment (STARE) 140-MHz radar system and European Incoherent Radar (EISCAT) facility observations of the ion drift velocity in the F-region used as a proxy for $v_{e0}$ in the lower, E-region altitudes (Nielsen and Schlegel, 1985; Nielsen et al., 2002). For observations with the 440-MHz Millstone Hill radar, del Pozo et al. (1993) compared coherent echo observations performed with the antennae side lobe and $E \times B$ drift measurements with the main lobe and found good agreement between the coherent velocity and the $E \times B$ drift velocity component. In other UHF studies, however, the rate of velocity change with azimuth near the velocity reversal was much faster than that implied by the cosine law (see Moorcroft, 1996, and references therein). At HF, several studies found a good match between the data collected with Super Dual Auroral Radar Network (SuperDARN) HF radars and the cosine law prediction (Villain et al., 1987; Jayachandran et al., 2000), although statistically E-region velocity at HF was demonstrated to be by $\sim 30\%$ smaller than the electron drift component from EISCAT observations (Davies et al., 1999).

More observations casting doubt on the validity of the cosine law have been presented in a series of recent studies by Koustov et al. (2002) and Uspensky et al. (2003) at VHF and by Makarevitch et al. (2002, 2004a) and Milan et al. (2004) at HF. It has been suggested that the observations could be explained if the ion motion contribution to the phase velocity of E-region irregularities is taken into account as prescribed by generalized formulas of the linear theory in the frame of reference of the neutrals. Indeed, at large flow angles $\theta \sim 90^\circ$, the ion drift velocity $V_{i0}$ becomes comparable with that of electrons, as $V_{i0}$ is oriented roughly perpendicular to $V_{e0}$, $V_{i0} \sin \theta \geq V_{e0} \cos \theta$. In all of the above studies, however, no ion drift velocity measurements in the E-region were available. Instead, the studies have used generic, “model” estimates for $V_{i0}$ using simultaneous F-region measurements of $V_{e0}$ by EISCAT (Uspensky et al., 2003) or from further ranges of the SuperDARN radar (Makarevitch et al., 2004a), which allowed the most salient features of the observed backscatter to be largely explained.

In this study, we explore the relationship between the E-region irregularity velocity at large flow angles and electron and ion background motions by directly comparing the coherent Doppler velocity measurements with the incoherent radar measurements of the ion drift velocity in the E- and F-regions.

2 Observations

2.1 Experimental setup

The ion drift velocity measurements employed in this study have been collected by the EISCAT UHF tristatic incoherent radar system (928 MHz) operated in a special mode designed to measure the E-region ion drift velocity in conjunction with the coherent Doppler velocity observations by the STARE Finland VHF radar (140 MHz) and the Co-operative UK Twin Located Auroral Sounding System (CUTLASS) Finland HF radar ($\sim 12$ MHz) with the latter also operated in a special mode.

The EISCAT UHF facility consists of three parabolic dish antennas with one site in Tromsø combining both transmitting and receiving capabilities and two remote site receivers at Kiruna and Sodankylä (Rishbeth and Williams, 1985; Davies et al., 1999). The EISCAT radar measures ion-acoustic spectra, from which electron density, ion l-o-s velocity, electron temperature, and ion/electron temperature ratio can be computed. On 27–28 March 2004, 12:00–18:00 UT, EISCAT operated in a special E-region Ion Drift (ERID) mode with the Tromsø radar looking along the magnetic field line at an azimuth of 184° and elevation of 77.1°. The remote site radars performed an “interleaved” scan, intersecting the Tromsø beam at 6 altitudes (278, 110, 90, 278, 115, 105, and 95 km). The duration of each scan was 10 min, with the dwell time in each position being 75 s, except for the height of 110 km where the dwell time was twice as long, i.e. 150 s. For the present study, the EISCAT remote site data were post-integrated over the dwell time at each scan position and the Tromsø data were post-integrated over 75 s. Tristatic velocity was obtained from the three line-of-sight (l-o-s) components using the method outlined in Rishbeth and Williams (1985).

The STARE Finland VHF radar (140 MHz) uses the information from the first two lags of auto correlation function (ACF) to determine the Doppler velocity and backscatter power of the E-region echoes at $\sim 110$ km (Greenwald et al., 1978; Nielsen, 1982). This radar’s field-of-view (FoV) is 28.8°-wide, with the boresite direction at $-19.1^\circ$ E. The data are collected for 8 radar beams (from 1 to 8) separated by 3.6° in azimuth. The integration time is 20 s. In terms of range, the measurements are performed from 495 to 1245 km with 15-km resolution. The intersection of the EISCAT field-aligned beam with the ionosphere at 110 km (69.33° N, 19.16° E) is located close to the STARE Finland radar cell corresponding to beam 4 (geographic azimuth of $-20.9^\circ$) and bin 24 (range of 855 km) assuming straight line propagation from the radar site (62.3° N, 26.6° E) to 110 km. During the data post-processing, echoes with low signal-to-noise ratio ($<-1$ dB) were excluded from further analysis.

The CUTLASS Finland HF radar forms the most easterly part of the SuperDARN chain of HF radars (Greenwald et al., 1995; Milan et al., 1997). It measures a 17-lag ACF from which estimates of the Doppler velocity, power, and spectral
width of ionospheric echoes in 70 range bins for each of the 16 radar beam positions separated by 3.24° in azimuth are obtained. Similar to the STARE radar, CUTLASS velocity is, by convention, positive towards the radar. In the ERID experiment, the CUTLASS Finland radar was working in the Stereo-Myopic mode performing a scan in frequency (near 8, 12, 14, 16, and 18 MHz) on channel B, with the frequency on channel A being fixed (∼10 MHz). The dwell time at each beam position was 3 s, and the scan in azimuth was completed in 1 min. The range gate length was 15 km, with the first range gate of 180 km (see Milan et al., 2003; Lester et al., 2004, for details on the Stereo and Myopic modes).

The region of interest was also monitored by magnetometers of the International Monitor for Auroral Geomagnetic Effects (IMAGE) network (e.g., Lühr et al., 1998), with the closest magnetometer station at Tromsø (69.66° N, 18.94° E), and by the Imaging Rhiometer for Ionospheric Studies (IRIS) at Kilpisjärvi (69.02° N, 20.79° E). The IMAGE magnetometers measure the north (X), east (Y), and vertical (Z) components of magnetic field with 10-s resolution from which the structure of electrojet currents at E-region heights of 100–110 km can be estimated. The IRIS riometer (Browne et al., 1995) records the non-deviative absorption of cosmic noise due to the particle precipitation at 38.2 MHz at 49 different directions with 1-s resolution.

2.2 Event overview

In this study we concentrate on a 3-h period between 15:00 and 18:00 UT on 27 March 2004, as this was the interval during which both the STARE and CUTLASS Finland radars observed coherent echoes at the radar cells near the EISCAT viewing area. This event provides a unique opportunity for studying the E-region irregularity velocity as observed by VHF and HF radars in the context of information on the plasma motions provided by an incoherent scatter radar. Figure 1 presents the range-time-intensity (RTI) plots of irregularity l-o-s velocity in (a) STARE Finland beam 4 and (b) CUTLASS Finland beam 5. Both velocities have been reversed so that the majority of the RTI cells are filled with horizontal lines indicate that positive velocities were with the solid color (negative velocity), while cells filled (b) CUTLASS beam 5 direction from the interpolated data. It provides a useful context for considering the variation of the \( \mathbf{E} \times \mathbf{B} \) drift velocity component along the coherent radar beam direction since the latter can be approximated by the reversed component of the equivalent current assuming that the magnetic perturbations were mainly caused by the convection-related Hall electrojet currents in the absence of large density gradients (Fukushima, 1976).

The STARE radar started to detect echoes at the farther ranges of 700–1100 km at ∼15:15 UT. The echoes became more abundant and formed a wide (∼500 km) band which started to move equatorward at around 16:00 UT, shortly before the CUTLASS radar started to observe F-region echoes near EISCAT (above dotted line). In addition to F-region HF echoes, from 16:15 UT onwards, a ∼150-km-wide band of E-region HF echoes at 400–550 km was observed. At farther ranges, the F-region velocity changed its sign between 16:30 and 16:45 UT and in general agreed reasonably well with the equivalent current component shown in panel (c), which is not surprising since F-region velocity measured at a given direction should represent the \( \mathbf{E} \times \mathbf{B} \) drift component (e.g., Davies et al., 1999).

The \( \mathbf{E} \times \mathbf{B} \) drift velocity can be also inferred from the EISCAT tristatic measurements of ion velocity in the F-region since both plasma species should drift with \( \mathbf{E} \times \mathbf{B} \) drift velocity at these heights. In Fig. 2 we show (a) the electron density measurements, (b) the magnitude and (c) the direction of the field-perpendicular ion velocity vector at 278, 115, and 110 km. The ion velocity data at 90, 95, and 105 km also collected in this experiment were not considered in the present study, as these exhibited very large scatter and since the electron density and hence signal-to-noise ratio (SNR) were typically lower than those for higher altitudes (above 110 km), Fig. 2a. Figure 2 also shows (dotted black lines) the \( \mathbf{E} \times \mathbf{B} \) vector (b) magnitude and (c) direction as inferred from the magnetic perturbations at Tromsø. The yellow dots in panels (b) and (c) are the F-region velocity magnitude and direction, respectively, determined from fitting the cosine law curve \( V_F \cos(\phi+\phi_0) \), where \( \phi \) is the angle between the radar beam and magnetic L-shell, to all HF velocities in the F-region as described in detail by Makarevitch et al. (2004a). The latter estimate represents the averaged (for all radar beams and ranges 780–1215 km) plasma convection in the F-region. Finally, the blue vertical bars represent the azimuthal extent of the primary F-B instability cone \( \pm \theta_0 \) inferred from the ion drift measurements at 278 km, \( V_{i,278} \ll V_{E0} \), and the ion acoustic speed \( C_s \) estimates from EISCAT measurements of the ion and electron temperatures at 110 km: \( \theta_0 = \cos^{-1}(C_s / V_{E0}) \), \( C_s = (k_B(T_i + T_e) / m_i)^{1/2} \), where \( k_B = 1.38 \times 10^{-23} \) J/K, \( m_i = 28.8 \times 10^{-6} \) kg.

The ion drift velocity magnitude at 278 km \( V_{i,278} \) slowly increased during the first 1-h interval. At ∼16:00 UT both the electron density (at 110–120 km) and the electric field magni-
Fig. 1. Range-time-intensity plots for (a) VHF velocity in STARE Finland beam 4 (azimuth of -20.9°), (b) HF velocity in CUTLASS Finland beam 5 (azimuth of -20.1°), and (c) IMAGE equivalent current vector component along the CUTLASS beam 5 direction, $J_{\text{comp}}$. The colour bar for each panel is shown on the right. Cells filled with solid colour (horizontal lines) correspond to negative (positive) velocity component. The dashed horizontal (thick yellow) lines in panels (a) and (c) indicate the range position of the EISCAT viewing area in the E-region (time variation of the STARE velocity and IMAGE current component at the EISCAT location in arbitrary units).

...
16:20 UT might have been of instrumental origin. After 16:30 UT, variation in the ion drift magnitude is generally consistent with those in equivalent current and ion drifts at 110 and 115 km, Fig. 2b.

Finally, one should note that between 8 March and 2 December 2004 the STARE Finland site computer had an accumulative timing error reaching 3 h 41 min 48 s at 07:31:10 UT on 2 December 2004. To correct the timing error the STARE Finland data was shifted by an appropriate interval (~17 min) assuming linear error accumulation. In Figs. 1 and 2 the vertical line shows the time 16:42 UT when EISCAT started to observe enhanced densities at 110–120 km. At approximately this time, the VHF velocity near EISCAT (thick yellow line in Fig. 1a) dropped drastically, almost simultaneously with the drop in $J_{\text{comp}}$ near EISCAT (yellow line in Fig. 1c) and the reversal in the F-region HF velocity (780–1215 km) although in the latter case it is difficult to determine the reversal time accurately due to the patchiness of F-region HF echoes at 16:30–16:44 UT. This feature indicates that the timing error was accounted for with an accuracy of 1 min sufficient for the present study as it is fully consistent with numerous previous studies that showed that the electric field magnitude is depressed (enhanced) inside (outside) the region of enhanced conductivity (e.g. del Pozo et al., 2002, and references therein). In our observations, the VHF velocity (largely dependent upon the electric field) peaked at 16:33 and 16:46 UT with a sharp drop observed in between, that is at the time of the density enhancement apparent in the EISCAT data in Fig. 2a.
An examination of the equivalent current images obtained from the interpolated IMAGE data as described above (not presented here) shows that a crescent-shaped boundary between currents of opposite sign (east- and westward electrojets) appeared in the region of interest after 16:30 UT. It then migrated equatorward reaching the Tromsø location at 16:45 UT shortly before it started to retreat poleward (16:47 UT). A similar pattern can be recognized in Fig. 1 except for an additional enhancement in $J_{\text{comp}}$ at farther ranges (>950 km) at ~16:42 UT, which is simply a consequence of the fact that the projection direction (azimuth of −20.1°) near this particular moment of time happened to be almost tangential to the north-west pointing part of the crescent-shaped boundary. Absorption intensity images obtained in an analogous fashion from the IRIS data show a sharp increase in absorption at 16:44 UT near EISCAT. These observations suggest that the density enhancement at ~16:42 UT can be attributed to energetic particle precipitation near the convection reversal boundary. One can assume then that the density enhancement was quite localized.

2.3 Relationship between irregularity velocity and ion and electron motions in the E-region

In this report we concentrate on the comparison between the l-o-s velocity at VHF and the ion drift velocity component measured simultaneously by the STARE and EISCAT radars, respectively. The ion drift velocity component measured in the F-region in this experimental configuration acts as a proxy for the electron drift velocity in the E-region, $V_{e0}$.

Figure 3 presents a comparison between the STARE Doppler velocity in beam 4, range 855 km (light blue line, the same as reversed yellow line in Fig. 1a) and the component of the EISCAT ion drift velocity resolved along the direction of the STARE beam 4 (azimuth −20.9°) at 278 (red), 115 (dark blue line with squares), and 110 km (black line with open circles). To reduce undulations in the ion drifts at 278 km, we also smoothed the EISCAT ion drift variations at 278 km using a 3-point window and we show this variation in Fig. 3 by the dotted red line.

One can notice from Fig. 3 that before ~16:30 UT the l-o-s velocity magnitude at VHF was typically smaller or close to the ion velocity component at 278 km (red, closed circles and dotted line). After 16:30 UT, however, the VHF velocity was mostly larger in magnitude and/or opposite in sign compared to $V_{110}^{\text{E}}$. The ion velocity at 115 km (dark blue, squares) was typically larger in magnitude than the VHF velocity except for one point near the vertical line. The ion velocity at 110 km (black, open circles), on the other hand, was either close to the VHF velocity (15:30–16:00) or somewhat smaller (16:00–16:31 UT). Generally, the VHF velocity was between the two E-region ion drift components, i.e. $V_{110}^{\text{i}} \lesssim V_{\text{VHF}} \lesssim V_{115}^{\text{i}}$, with the exception of the measurements near 16:45 and 17:35 UT when it was larger and smaller, respectively, than either of the ion drift components.

Figure 3 shows that the time variation of the STARE Doppler velocity appears to be quite similar to the EISCAT-inferred electron motion component (ion drift at 278 km) before 16:20 UT (this is more evident in the smoothed data). After 16:20 UT, however, these two variations differed significantly. Interestingly, for many measurements the VHF velocity was close to that of the ions at 110 km. The EISCAT F-region (E-region) ion velocity data in Fig. 2 had 5-min (10-min) resolution and ~75-s integration period, while the STARE data was integrated over 20-s intervals, and in Fig. 3 we have smoothed the VHF velocity using a 3-point sliding window. Another approach is to post-integrate the STARE velocity using the appropriate intervals and to compare the irregularity and ion velocity directly by plotting them against one another. Figure 4 presents the results of this comparison for the three altitudes of ion velocity measurement. The vertical bar for each point indicates the standard deviation associated with the averaging while the horizontal bars show the uncertainty associated with the ion velocity component (i.e. the same as the vertical bars in Fig. 3). As in Fig. 3 we
used the smoothed EISCAT ion drift data at 278 km.

In Fig. 4a, there is considerable scatter and measurements after 16:30 UT generally lie far from the ideal coincidence line. Moreover, three points are in the right-bottom quadrant, that is their VHF Doppler velocity was of the opposite sign to that of the ions. At 115 km, Fig. 4b, the ion velocity component was larger than the VHF velocity (with the exception of measurements near 16:46 UT). The VHF velocity was predominantly larger in magnitude or close to the ion velocity component at 110 km, Fig. 4c.

At both E-region altitudes, the VHF velocity exhibits some positive correlation with the ion drift component; the linear Pearson coefficient computed for the data presented in panels (b) and (c) are 0.45 and 0.49, respectively. The correlation coefficient is much smaller for the data in panel (a) (only 0.12). If one excludes from the correlation analysis the data near the density enhancement at 16:42 UT (at 16:46 and 16:41 UT in panels (b) and (c), respectively), the correlations at 115 and 110 km are quite substantial, viz. 0.80 and 0.79, respectively, whereas at 278 km it is only 0.44 even when as many as three points (at 16:35, 16:40, 16:45 UT) are excluded. Correlation in panel (a) improves significantly if one includes only the points before 16:30 UT, viz. 0.61.

3 Discussion

In our observations, the electron drift velocity vector was directed at an azimuth of 90°–130° W as inferred from the EISCAT tristatic measurements of the ion drift velocity at 278 km, CUTLASS measurements of HF Doppler velocity in the F-region, and IMAGE magnetometer records, Fig. 2c. Given the azimuth of the STARE beam 4 (20.9° W), our measurements of the Doppler velocity at VHF almost certainly refer to observations outside the instability cone. Indeed, our estimates of the azimuthal extent of the primary F-B instability cone (blue bars centered on the electron velocity azimuth in Fig. 2c) show that the instability cone might have reached the azimuth range of interest (–20.9°) for only one measurement (~16:20 UT). For all other measurements, it is rather unlikely that we observed the primary, in-cone irregularities. The experiment configuration employed in this study thus allows us to investigate irregularity velocity at large flow angles, outside the primary instability cone in the context of the electron and ion background motions.

Following previous STARE/EISCAT studies (e.g. Kofman and Nielsen, 1990; Kustov and Haldoupis, 1992; Kustov et al., 2002; Usponsky et al., 2003, 2004) we compared the electron drift velocity component \( V_{\text{e}} \cos \theta \) and the l-o-s velocity measured with the VHF radar, \( V_{\text{VHF los}} \). Figs. 3 and 4. Both line and scatter plots show that the l-o-s velocity at VHF represents the electron drift velocity component rather poorly.

In Fig. 4a, the majority of points were either close to or above the dashed line of ideal coincidence (for the same sign), that is their VHF velocity was smaller than the \( E \times B \) drift velocity component. Kustov et al. (2002) have attributed significantly smaller STARE Finland velocity magnitudes, as compared to those of \( E \times B \) drift velocity component, to the phase velocity attenuation with the aspect angle (Ogawa et al., 1980; Nielsen, 1986; Kustov et al., 1994) since the aspect angles near the EISCAT FoV for the STARE Finland observations have been estimated to be of the order of \( -1^\circ \). In addition, for a few points in Fig. 4a velocities were of the opposite sign. This result is somewhat surprising as the velocity sense at VHF is expected to agree with that of the \( E \times B \) drift even if the magnitude is reduced due to the aspect angle effects. Good agreement between the senses of velocity measured directly with the STARE Finland radar and that inferred from the tristatic measurements with the EISCAT radar has also been shown experimentally (e.g. Kofman and Nielsen, 1990; Kustov and Haldoupis, 1992).

Fig. 4. Scatter plots of line-of-sight irregularity drift velocity measured by the STARE Finland radar in beam 4 and bin 24, \( V_{\text{VHF los}} \), against the component of the EISCAT ion drift velocity resolved along the STARE beam 4 direction at (a) 278 km, (b) 115 km, and (c) 110 km. The time (interval centre) of measurements is indicated near each point.
In Fig. 2b, we showed that after ∼16:30 UT variation in the EISCAT ion drift magnitude at 278 km was similar to those at 110 and 115 km as well as to variation in the equivalent currents (with exception of measurements near 16:42 UT), which suggests that the EISCAT ion drift data at 278 km was of reasonable quality. To provide additional evidence that the EISCAT ion drift data at 278 km is an appropriate proxy for the electron drift velocity in the E-region, in Fig. 5 we compare the EISCAT ion drift component at 278 km (both unsmoothed data shown by the red line and closed circles and 3-point smoothed data shown by the dotted line) with several other estimates of the $E \times B$ plasma drift component: (1) CUTLASS Doppler velocity measurements in beam 5, ranges 870–915 km (green squares, $V_{HF \, los \, 885 \, km}$); (2) as for (1) but at ranges 1005–1050 km (black dots, $V_{HF \, los \, 1020 \, km}$); (3) the averaged fitted HF velocity component in the F-region (yellow dots, $V_{HF \, fit \, comp}$); and the reversed equivalent current component (4) at Tromsø (thin dark blue line, $-J_{comp \, TRO}$) and (5) at Kilpisjärvi (heavy blue line, $-J_{comp \, KIL}$). The estimates (3) and (4) have been obtained by simply projecting the two-dimensional vectors (yellow dots and dotted black lines, respectively) from Figs. 2b and c onto the STARE beam 4 direction. The estimate (5) is analogous to (4) except that the magnetometer records at Kilpisjärvi were considered.

One should note that the location of the HF backscatter (in terms of slant range) is seldom known accurately. A standard range-finding algorithm assumes a straight line propagation to a specific height (similar to a VHF coherent system), which for our observations gives a range of 885 km (for EISCAT F-region FoV, 69.0° N, 19.1° E, 300 km). Propagation effects, such as ray bending, however, are significantly more important for HF observations, and generally cannot be ignored. Yeoman et al. (2001) showed that in their observations at ∼19.5 MHz an uncertainty associated with the selection of the range gate in 1/2-hop propagation mode to Tromsø slightly exceeded the range gate length in Myopic mode (15 km) and in Fig. 5 we considered three range gates 870, 885, and 900 km (870–915 km).

There were two intervals during which the CUTLASS Finland radar observed echoes in those ranges in beam 5 (green squares in Fig. 5): near 16 and 17 UT. For the first interval the HF velocity was of the same sign (being ∼20% smaller in magnitude) as the ion drift component while for the second interval it was of opposite sign (except for a few points near 17:15 UT). The fitted HF F-region velocity component (yellow) utilizing measurements in all CUTLASS beams shows a somewhat different trend; it was negative and close to the HF l-o-s velocity at 885 km before 16:40 UT but more consistent with the ion drift component near 17:05 UT when both were positive.

The change in the F-region HF velocity sign and a velocity magnitude increase with slant range is obvious in Fig. 1b so that one can expect a better match between the EISCAT and CUTLASS measurements assuming some bending of the HF beam and hence larger slant ranges used for comparison. A decrease of the equivalent current component $J_{comp}$ with distance from the radar can be also recognized in Fig. 1c and hence one can attempt to put both EISCAT and CUTLASS velocity measurements into the context of the equivalent current component near the EISCAT viewing area. Interestingly, HF l-o-s velocity at 885 km represents reasonably well the KIL current component (green squares are near the heavy blue line) after 17:00 UT, even though the straight line propagation distance between the radar site and the KIL magnetometer (when its position is projected along the magnetic field line from 110 to 300 km) is only around 825 km. A similar comparison between the HF l-o-s velocity at 1020 km and the TRO current component also shows good agreement (straight line distance in this case is ∼920 km). The EISCAT velocity component is between $-J_{comp \, KIL}$ and $-J_{comp \, TRO}$ ($V_{HF \, los \, 885 \, km}$ and $V_{HF \, los \, 1020 \, km}$) near 17:00 UT, which indicates that HF echoes near EISCAT originated from somewhere between these ranges, 885–1020 km. This uncertainty
in range is somewhat larger than that reported previously for a radar frequency of 19.5 MHz (Yeoman et al., 2001) but is consistent with more recent results of Yeoman et al. (2005) for lower frequencies for which the refraction effects are expected to be more significant.

Ideally, to resolve the issue of the location of the HF echoes one needs to perform ray-tracing simulations using the electron density measurements along the HF radar beam. Unfortunately, no such measurements were available except for the Tromsø location, Fig. 2a, which is quite far from the region of interest (ranges 300–700 km) so that the results of any ray-tracing simulation would be applicable only if the horizontal density distribution were homogeneous. In an attempt to address the problem, a series of ray-tracing simulations using standard CUTLASS software based on the original code developed by Jones and Stephenson (1975) that implements Haselgrove (1963) method has been performed using the representative frequency of 10 MHz of channel A and EISCAT density profiles at 16:30–16:35, 16:38–16:40, 16:53–16:57, 17:03–17:06, and 17:13–17:16 UT, as well as the generic profile from the International Reference Ionosphere (IRI) model (Bilitza, 2001) appropriate for the time (27 March 2004, 16:30 UT) and location of the measurements (to be consistent with other simulations in series the Tromsø location, 69.0° N, 19.1° E, has been selected). The results, however, indicate that the observed features, such as location of the E- and F-region backscatter and ground scatter are not reproduced adequately by any of the simulations, which most likely signifies that the lower portion of the ionosphere was not quite homogeneous. This conclusion is to some extent supported by the Sodankylä ionosonde observations that show the E-region critical frequency f0E substantially smaller than the F-region critical frequencies f0F1 and f0F2, whereas EISCAT observed the E-region to be stronger and comparable to the F-region after 16:00 UT, Fig. 2a.

By taking everything into account, one can conclude that even though our best efforts to pinpoint the location of HF echoes was largely unsuccessful, the EISCAT data on the electron motions in the E-region, when placed in a context of CUTLASS and IMAGE measurements, appear to be of reasonable quality. Moreover, as we argue further in Sect. 3.1, several important features recognizable in the electron motion data can be explained reasonably well and are consistent with previous studies. Furthermore, the interpretation below is also supported by the EISCAT data on the ion motions at 110 km that had an integration time almost twice as large.

The other issue that also needs to be discussed is the quality of the STARE data. As we noted earlier, on a few occasions EISCAT and STARE velocities were of opposite sign. Usopensky et al. (2004) presented the STARE/EISCAT data showing that when the STARE SNR was very low (~0 dB) the VHF velocity was of opposite sign to that of the $E \times B$ drift component (see their Fig. 2). This observation has been used later by Makarevitch et al. (2004b) in an attempt to explain the STARE velocities measured near the poleward edge of the VHF echo band that were not consistent with the direction of the plasma flow. In our observations, however, the power of STARE Finland echoes from near EISCAT (not shown here) was above 3 dB and typically between 8 and 30 dB. In this situation, we believe, other effect(s) could be important.

### 3.1 E-region irregularity velocity and ion motions

Moorecroft (1996) suggested that when E-region irregularities propagate at large flow angles, i.e. nearly perpendicular to the plasma flow, they can move with a velocity that is significantly different from that of the electron motion component and close to that of the ions. This idea has been used to explain an asymmetry of the velocity variation with the flow angle with respect to 90° observed with the Homer UHF radar.

According to the linear fluid theory of electrojet irregularities (e.g., Fejer and Kelley, 1980), the phase velocity at a direction of wave propagation vector $\hat{k}$ is given by

$$V = \frac{\hat{k} \cdot \hat{V}_d}{1 + \Psi} + \hat{k} \cdot \hat{V}_{e0},$$  \hspace{1cm} (1)

where $\hat{V}_d = \hat{V}_{e0} - \hat{V}_{e0}$, and $\Psi$ is a function of aspect angle $\alpha$, collision frequencies of ions and electrons with neutrals ($\nu_i$, $\nu_e$) and ion and electron gyro frequencies ($\Omega_i$, $\Omega_e$):

$$\Psi = \frac{\nu_e \nu_i}{\Omega_i \Omega_e} \left( \cos^2 \alpha + \frac{\Omega_i^2}{\nu_e^2} \sin^2 \alpha \right).$$  \hspace{1cm} (2)

If the first term in Eq. (1) is small the phase velocity is determined by the second term and hence would be representative of the ion drift velocity component along $\hat{k}$ and independent of the aspect angle. This argument has been employed by Makarevitch et al. (2002) in order to explain an absence of velocity variation with slant range (and hence aspect angle) for certain directions as seen by the Prince George SuperDARN HF radar.

The above argument would be valid, however, only for the relatively small range of flow angle near perpendicularity to $V_d$ if perfect aspect angle conditions ($\alpha = 0$) are assumed. Usopensky et al. (2003) proposed that non-orthogonality of the scatter coupled with the ion motions could play a crucial role in modifying the phase velocity of E-region irregularities as it essentially widens the range of the flow angles for which the ion motions dominate since $\Psi$ grows rapidly with the aspect angle $\alpha$, Eq. (2), thus reducing the first term in Eq. (1). Even though in the Usopensky et al. (2003) observations the STARE Florida velocity and EISCAT convection component were of the same sign, it was argued that it is possible for them to have different sign (see their Figs. 8 and 9), an important prediction in the context of the present study. Milan et al. (2004) argued that if the aspect angles are very large (>3°) the range widens even more, reaching small flow angles within the instability cone. Again, the prediction was
that the l-o-s velocity sense can be opposite to that of the electron drift, which was supported by the observations with the CUTLASS Iceland radar at very short ranges (<400 km). Later Makarevitch et al. (2004a) have considered the variation of the l-o-s velocity as measured by the CUTLASS Finland radar in the near FoV (range <1215 km) and demonstrated that velocities of opposite sign occur for a range of flow angles.

The principal difference between this and the previous studies is that in addition to ion velocity measurements in the F-region we also have information on the ion motions in the E-region. This was achieved by varying the EISCAT tristatic altitude in a manner similar to that reported by Davies et al. (1997) who used the ion velocities at 6 E- and 1 F-region heights to estimate the ion-neutral collision frequencies in the E-region. In the present study, we compare for the first time the E-region Doppler velocity measured with STARE and the ion drift velocity component from EISCAT measurements in order to test the previously proposed hypothesis concerning the importance of the ion motion.

The comparisons showed that the STARE velocity was roughly between the ion velocity components measured at 110 and 115 km, with exception of the measurements near the time when a large density enhancement was observed by EISCAT, 16:40–17:00 UT. Importantly, this was also near the interval when the STARE velocity exceeded the electron velocity component, Fig. 3. Uspensky et al. (2003) have termed this feature “velocity overspeed” and attributed it to an increase in effective backscatter height. They argued that when observing a certain radar cell, the radar integrates over a range of E-region heights, and due to the height variation of the scattering cross-section the bulk of the backscatter power comes from a certain altitude, determined by altitude profiles of the density and aspect angle. As the density profile changes with time so does the effective height of backscatter. In the E-region top side (115–120 km) the ion drifts are much greater than at the peak (105–110 km) and hence the ion motion contribution to the E-region irregularity velocity is greatly enhanced as well.

The VHF velocity was slightly smaller than the ion velocity component at 110 km \(V_{i0}^{110}\) in the beginning of the interval of interest but later on became larger and even approached and exceeded \(V_{i0}^{115}\) near the density enhancement at 16:42 UT, while being significantly different (larger in magnitude and even of the opposite sign) from \(V_{e0}\) at the same time. These facts suggest that this variability could be related to the changes in the electron density profile.

To test this idea we present the EISCAT electron density in the E-region, Fig. 6a, together with the velocity comparison shown in Fig. 3. The maximum density height \(h_{\text{max}}\) between 95 and 125 km is shown in panel (a) by the yellow dots. In cases when the electron density data was available on both sides of the maximum the height \(h_{\text{max}}\) was taken as the maximum of the parabolic function fitted to the three points. Unfortunately, the patchiness of the electron density data below 110 km does not allow us to estimate the effective backscatter height \(h_{\text{eff}}\) for the entire duration of the event with 75-s resolution. To overcome this by improving the data statistics and to match the resolution with that of STARE we have reanalyzed the EISCAT Tromsø data using 20-s integration intervals. These 20-s data sets were used further to estimate the effective height \(h_{\text{eff}}\) using a technique described in detail by Uspensky et al. (2003, 2004). The effective height estimates are shown by the red circles (20-s values) and horizontal lines (10-min averaged values shown if the number of points exceeded 5). The density profiles that had more than two missing data points (grey cells in Fig. 6) below 110 km or a missing data point just below 110 km were not considered. The remaining data gaps were filled by linear interpolation.

Figure 6 shows that before ~16:00 UT the E-region electron density was small and slightly increasing with altitude (the same feature is also evident in Fig. 2a). The STARE velocity was slightly less or comparable to \(V_{i0}^{110}\) while the effective height exhibited large scatter between 105–113 km but, on average, was below 111 km. After ~16:00 UT the situation changes; a distinct E-region maximum appeared in the density profiles around 112 km, \(h_{\text{eff}}\) was generally above 110 km and, on average, around 113 km; the VHF velocity was between \(V_{i0}^{110}\) and \(V_{i0}^{115}\) and agreed well with \(V_{e0}\) (except for one measurement at 16:21 UT that might have been inside the instability cone, as we argued earlier). At 16:30–16:40 UT, the spread in \(h_{\text{max}}\) becomes slightly larger and the mean \(h_{\text{eff}}\) reaches an absolute maximum of 113 km, the VHF velocity is larger than \(V_{e0}\) in magnitude and slightly less than \(V_{i0}^{115}\). In the next 10-min interval, during which a density enhancement occurred, \(h_{\text{eff}}\) showed strong fluctuations, while \(h_{\text{max}}\) was typically above 125 km. At 16:50–17:00 UT, \(h_{\text{eff}}\) was also variable peaking at ~16:55 UT near the time when EISCAT showed positive \(V_{e0}\) ~300 m/s. Between 17:15 and 17:35 UT, \(h_{\text{eff}}\) was decreasing towards the end of the interval. The STARE velocity magnitude starts close to or slightly above \(V_{i0}^{110}\) ending at somewhat lower values.

One can conclude that the timing of the changes in the relationship between irregularity and ion drift velocity (~16:00, 16:30 UT) appears to be associated with the change in the density distribution and that the idea that an overspeed interval at 16:30–16:50 UT is associated with the uplifting of the E-region is to some extent supported by the electron density data as both maximum density and (less clearly) effective backscatter height showed an increase at this time. The latter result thus supports previous findings by Uspensky et al. (2003). A new result with respect to irregularity and electron velocity is that we report not just velocity overspeed but also several cases of opposite velocity sign. Although envisaged earlier, it is instructive to establish experimentally. One should note though that opposite signs were observed only in few cases so the result is perhaps not very conclusive. However, additional support for this point comes from a reanalysis of the EISCAT remote site data from 16:30 to 17:00 UT using a 20-s integration.
The tristatic velocity component consistently showed positive velocities of larger magnitudes than the uncertainty of the measurements near 16:45 and 16:55 UT, with larger spread and both negative and positive velocities near 16:35 UT. The latter result combined with the noted earlier observation that the CUTLASS velocities were also positive near 16:45 UT (albeit not exactly at the EISCAT location), makes it rather unlikely that the opposite signs were simply the result of the low data quality.

The other new result of the present study is that the VHF velocity was “limited” by the ion velocity components at 110 and 115 km. From Fig. 4, the VHF velocity magnitude was above the ion drift component $V_{115}^i$ only once, namely at 16:46 UT, near the time of the density enhancement. Similarly, it was well below $V_{110}^i$ only once, at 17:32 UT when the effective height was below 110 km. If one assumes that the backscatter height varies slightly with time in a range 105–115 km (as both previous estimates by Uspensky et al. (2003) and our own estimates of $h_{eff}$ suggest), one can interpret this observation as indicating that there will be agreement between the VHF velocity and the ions drift component at a height within the 105 to 115 km range, with the height at which the agreement occurs depending upon the electron density profile.

According to this interpretation, agreement between the VHF velocity and the ion velocity component at 110 km before 16:00 UT was observed simply because the bulk of the backscatter signal came from around this altitude, which resulted in the observed closeness between $V_{VHF \text{ los}}$ and $V_{110}^i$. The estimates of $h_{eff}$ that we performed generally support this notion as on average they were close to 110 km. Moreover, the VHF velocity was smaller than $V_{110}^i$ in magnitude during the intervals when $h_{eff}$ was below 111 km (e.g., 15:50–16:00 UT or 17:30–17:40 UT). In general, the variation of the VHF velocity in Fig. 6b with respect to $V_{110}^i$ and $V_{115}^i$ appears to be consistent with this variation of effective height.

To emphasize this feature we present Fig. 7, which, for convenience shows the negative of the difference between the VHF velocity and the ion velocity component at 110 km plot-
fig. 7. A difference between the STARE l-o-s velocity and the EISCAT ion drift component at 110 km (reversed) versus the effective backscatter height counted from $h_0=110$ km and averaged for (a) $\sim$10-min intervals centered at the time of the EISCAT measurements indicated near each point and (b) $\sim$2-min intervals of the EISCAT measurements.

The ion velocity component at an altitude that varies between 108–114 km depending on the electron density profile. This result is different from those of the classical studies of the 1980s that demonstrated good agreement between irregularity and electron drift velocities in the E-region (Nielsen and Schlegel, 1983, 1985; Kofman and Nielsen, 1990) as well as from those of more recent studies that proposed that the ion drift motion should be taken into account (Usansky et al., 2003, 2004; Makarevitch et al., 2004a).

It might be possible to reconcile these results by assuming that both the ion drift velocity and its coupling to the irregularity phase velocity varies from one set of observations to another. In our observations near equinox and during daytime, the ion drift velocity was relatively large; $V_{110}^{110}-V_{110}^{278}/4$, $V_{115}^{115}-V_{115}^{278}/2$, Fig. 2b. This result is consistent with the estimate of the ion drift velocity based on the collision frequencies calculated using the expressions given by Schunk and Nagy (1980) and the neutral densities taken from the MSISE-90 model run for the specific time and location of our observations (69.0° N, 19.1° E, 27 March 2004, 16:30 UT). At 110 km, the ion-neutral collision frequency $\nu_{in}$ is $627\,\text{s}^{-1}$ and $V_{110}^{110}\Omega_{i}/\nu_{in} V_{e0}\approx0.29 V_{e0}$, where $\Omega_{i}\approx180\,\text{s}^{-1}$ is the ion gyrofrequency. At 115 km, $\nu_{in}\approx329\,\text{s}^{-1}$ and $V_{115}^{115}\approx0.55 V_{e0}$. This result is also consistent with the findings by Davies et al. (1997) who employed the ion drift velocity measurements at several heights to derive the normalised collision frequency, $\nu_{in}/\Omega_{i}\approx(E/B)^2/V_{i0} V_{e0}-1/2$ to be of the order of 3.7 at 109 km, and hence obtained $V_{109}^{109}=(3.7^2+1)^{-1/2} V_{e0}\approx0.26 V_{e0}$ for similar conditions on 3 April 1992, 10:00–15:00 UT.

When considered in the context of the E-region irregularity velocity the ion drifts are usually neglected (a fair approximation for observations at small flow and aspect angles) or estimated for a specific height using generic collision frequencies (e.g. Milan et al., 2004; Makarevitch et al., 2004a). One could argue that, depending on conditions (in particular the solar cycle period, season, and time of observations), the collision frequency can vary considerably and so can the ion drift velocity. For example, both our measurements and those of Davies et al. (1997) refer to the descending phase of the solar cycle. When solar activity is larger one can expect larger collision frequencies and smaller ion drifts. Indeed, the MSISE-90 model gives $\nu_{in}=671\,\text{s}^{-1}$ at 110 km for 27 March 2000, 16:30 UT, and a corresponding 7% reduction in the ion drift velocity, $V_{10}^{110}0.27 V_{e0}$. Similar estimates for nighttime conditions (27 March 2000, 01:30 UT) give a further 15% reduction in the ion drift velocity as compared to the daytime conditions, $V_{10}^{110}\approx0.23 V_{e0}$.

Another important factor can be the backscatter height, as we argued following the idea of Usansky et al. (2003). Finally, the “coupling function” $\Psi$ will differ for different sets of conditions as it depends upon the aspect angle (which according to Usansky et al. (2003) depends upon the density.
profile as does the backscatter height) and collision frequencies. The electron collision frequency $v_e$ can also depend indirectly on the electric field intensity due to electron scattering by the unstable F-B waves which effectively results in enhanced “anomalous” collision frequencies $v^\ast_e$ (Sudan, 1983; Robinson, 1986; Robinson and Honary, 1990). Thus, the results of the present study indicating that E-region irregularity velocity $V_{los}$ may represent the ion velocity, $V_{i0}$, at large flow angles do not necessarily contradict the previous findings that demonstrated either an agreement between $V_{los}$ and $V_{e0}$ (e.g. Kofman and Nielsen, 1990) or the agreement between $V_{los}$ and a combination of $V_{e0}$ and $V_{i0}$ (e.g. Uspensky et al., 2003).

Finally, during the first half of the interval under study the irregularity velocity exhibited much larger positive correlation with the electron drift component than that for the entire dataset (0.61 versus 0.12). This suggests that relative importance of electron and ion drifts could differ even for one set of observations. Moreover, according to Eq. (1) one can expect the ion drift component to dominate over that of the electrons when the latter is small (when the flow angle is close to 90°). Interestingly enough, from Fig. 2c, the flow angles were closer to 90° after ~16:30 UT when the electron drifts were oriented at ~110°–120° West of North while STARE observations were performed at 20.9° (also W of N), that is exactly when the largest disagreements between irregularity and electron drift velocities were observed (including opposite signs). It is thus entirely feasible that if the ion drift “coupling function” is relatively small, variation in the flow angle would strongly affect the E-region irregularity velocity.

### 3.3 E-region irregularity generation at large flow and aspect angles

In this study we concentrated on the phase velocity of E-region irregularities at large flow angles. The results presented suggest that the Doppler velocity measurements refer to observations at large aspect angles as well. In other words, we are dealing with irregularities propagating outside both the flow and aspect cones where the generation of irregularities in the linear regime is prohibited. Nonlinear theories have been invoked in the past in order to explain plasma wave generation at large flow (Sudan et al., 1973) and aspect angles (e.g. Hamza and St-Maurice, 1995). Of special interest for this study is the recent work by Drexler and St.-Maurice (2005) who proposed that what appears as large aspect angle echoes in the HF radar data (Milan et al., 2004) can in fact be successfully interpreted using the nonlocal formulation of Drexler et al. (2002). Furthermore, Drexler and St.-Maurice (2005) have derived a formula for the phase velocity (rather than simply adopting the one from the linear theory) that only contains the ion drift term, thus providing a theoretical basis for the interpretation used in Milan et al. (2004). Even though the nonlocal theory of Drexler et al. (2002) and Drexler and St.-Maurice (2005) strictly speaking applies only to small flow angles, it provides additional insights as to why irregularities at large flow and aspect angles are observed at all as well as why their Doppler velocities appear to be close to that of the ion motion in the E-region.

If one assumes that the waves outside the flow angle instability cone are generated through the nonlinear cascade from the linearly unstable, small flow angle modes (Sudan et al., 1973), then significant modification of the linear phase velocity, Eq. (1), can occur. Based on 30-MHz imaging radar observations in conjunction with in situ electric field measurements, Bahcivan et al. (2005) proposed that the phase velocity outside the flow angle cone is better described by the cosine component of the ion acoustic speed, $C_s \cos \theta$, than by the more often cited plasma drift component, $V_d \cos \theta$. The ion acoustic speed was calculated using the measured ion and electron temperatures as in the previous calculation of flow angles shown in Fig. 2c. The results of this analysis showed that, indeed, for observations before ~16:20 UT, the agreement between $V_{los}$ and $C_s \cos \theta$ was better (than that between $V_{los}$ and $V_d \cos \theta$). After ~16:20 UT, however, no significant improvement was observed, as one would expect for an “overspeed” case, i.e. $V_{los} > V_d \cos \theta$, with substitution of $V_d$ by $C_s < V_d$ generally making the agreement worse. Variation of the assumed height (we repeated $C_s$ calculations for 110, 115, and 120 km) only resulted in very small changes in the $C_s$ component meaning that variation with altitude is unlikely to account for large differences between $V_{los}$ and $C_s \cos \theta$ when $V_{los} > V_d \cos \theta$.

The present study provides an alternative view on the phase velocity at large flow angles to that proposed in Bahcivan et al. (2005) as we consider the ion drift rather than the ion acoustic speed to be important for Doppler observations at large flow angles. It is not clear why exactly the $C_s \cos \theta$ idea fails in the “overspeed” case nor whether these two ideas could be reconciled. To resolve these issues as well as the issue of the relative importance of the electron and ion motions in determining the E-region irregularity velocity one needs simultaneous and continuous data on the ion and electron motions and temperatures in the E-region. The present study employing the European incoherent scatter radar facility’s unique scanning capabilities to deduce the ion and electron velocities in a quasi-continuous fashion in conjunction with the STARE coherent VHF radar simultaneously measuring the E-region irregularity velocity is a first step in this direction.
4 Conclusions

A comparison of the line-of-sight Doppler velocity measured by the STARE Finland VHF radar at large flow angles with the ion and electron drift velocity components inferred from the EISCAT tristatic observations of the ion motions in the E and F-regions, respectively, shows that the STARE velocity is close to the ion drift velocity component in the E-region (110–115 km), whereas correlation with the electron drift component is low at the lowest flow angles and near significant enhancements in the E-region electron density. This suggests that the E-region irregularity velocity at large flow angles may represent the ion velocity component at an altitude determined by the plasma density altitude profile.

The results of the first comparison between the irregularity and ion drift velocity measurements in the E-region presented in this study provide direct support to recent studies that found reasonable agreement between the measured and estimated velocity under the assumption that the ion drifts should be taken into account, but the results also suggest that the ion motion may play a greater role in the phase velocity of E-region irregularities than previously thought.
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