STARE velocities: 2. Evening westward electron flow
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Abstract. Four evening events and one morning event of joint EISCAT/STARE observations during ~22 h are considered and the differences between observed STARE line-of-sight (l-o-s) velocities and EISCAT electron drift velocities projected onto the STARE beams are studied. We demonstrate that the double-pulse technique, which is currently in use in the STARE routine data handling, typically underestimates the true phase velocity as inferred from the multi-pulse STARE data. We show that the STARE velocities are persistently smaller (1.5–2 times) than the EISCAT velocities, even for the multi-pulse data. The effect seems to be more pronounced in the evening sector when the Finland radar observes at large flow angles. We evaluate the performance of the ion-acoustic approach (IAA, Nielsen and Schlegel, 1985) and the off-orthogonal fluid approach (OOFA, Uspensky et al., 2003) techniques to predict the true electron drift velocity for the base event of 12 February 1999. The IAA technique predicts the convection reasonably well for enhanced flows of >~1000 m/s, but not so well for slower ones. By considering the EISCAT N(h) profiles, we derive the effective aspect angle and effective altitude of backscatter, and use this information for application of the OOFA technique. We demonstrate that the OOFA predictions for the base event are superior over the IAA predictions and thus, we confirm that OOFA predicts the electron velocities reasonably well in the evening sector, in addition to the morning sector, as concluded by Uspensky et al. (2003). To check how “robust” the OOFA model is and how successful it is for convection estimates without the EISCAT support, we analysed three additional evening events and one additional morning event for which information on N(h) profiles was intentionally ignored. By accepting the mean STARE/EISCAT velocity ratio of 0.55 and the mean azimuth rotation of 9° (derived for the basic event), we show that the OOFA performs reasonably well for these additional events.
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1 Introduction

The STARE coherent radars (STARE: Scandinavian Twin Auroral Radar Experiment) are a useful instrument for convection mapping and related studies (Greenwald et al., 1978; Inhester et al., 1981; Baumjohann and Opgenoorth, 1984; Nielsen, 1989; Nielsen et al., 1999; Kosch and Nielsen, 2001; Nielsen and Rietveld, 2003). In the standard mode, the ionospheric (convection) electron drift magnitude and direction are obtained by stereoscopic merging of two line-of-sight (l-o-s) velocities at every beam crossing. According to Nielsen and Schlegel (1985) the stereoscopic STARE convection estimates are reliable for ionospheric conditions with relatively slow total flows of less than ~500 m/s and l-o-s velocities less than ~300 and ~400 m/s in westward and eastward electron flows, respectively. For faster flows the radars were found to underestimate the convection magnitude because the observed velocity along the flow is not the component of the E × B electron drift (as assumed in the merge approach) but something which is close to the ion-acoustic speed of the medium. This property was attributed to nonlinear effects in the course of the Farley-Buneman (FB) plasma instability development. Nielsen and Schlegel (1985) were able to experimentally establish the l-o-s velocity-electron flow velocity relationship for these directions, and this work allowed them to modify the original data reduction so that a new method, termed the ion-acoustic approach (IAA), was developed, to successfully infer plasma convection from the original l-o-s velocities.

It is well known that the electrojet irregularities can be either Type 1 or Type 2 (Fejer and Kelley, 1980). Type 1 irregularities are quite strong plasma fluctuations excited along the electron flow within limited cones of aspect (off-orthogonal) and flow angles (within a cone limited by ±1 and ±30° sectors, respectively), where the linear instability growth rate is positive (in-cone irregularities). These irregularities are only excited when the plasma drift exceeds the Farley-Buneman instability threshold of 300–400 m/s (the ion-acoustic speed at the E-region heights). It is generally accepted that Type 1 irregularities move approximately with...
the ion-acoustic speed. If so, then one cannot directly use Doppler measurements from such directions for the stereoscopic derivation of plasma convection. Type 2 irregularities are relatively weak plasma fluctuations that can be seen at large flow angles and/or at increased off-orthogonal angles (out-of-cone irregularities), and it is widely accepted that their velocity is close to the “cosine” component of the $V_{E \times B}$ electron drift along the radar beam. For the STARE experiment, the Norway radar quite often sees Type 1 irregularities, while the Finland radar sees typically Type 2 irregularities, since the former radar observes close to the L-shell directions, while the latter one observes perpendicular to the L-shell directions.

Both cosine merge and IAA techniques (Nielsen et al., 2002) assume that for observations at large flow angles (i.e. outside the FB instability cone), the irregularity velocity is a cosine component of the $E \times B$ plasma drift along the radar beam, as predicted by the linear fluid theory of the FB instability (Fejer and Kelley, 1980). This property is instrumental for the success of the STARE convection predictions in most cases, as one can infer from the results of STARE/EISCAT comparisons performed by Nielsen and Schlegel (1985). More detailed scrutiny of STARE/EISCAT data, however, shows some inconsistencies (Kustov et al., 1990; Kustov and Haldoupis, 1992; Koustov et al., 2002; Uspensky et al., 2003).

In late 1997 the STARE radars were upgraded so that a new double pulse separation of 200 $\mu$s was adopted (as compared to the original separation of 300 $\mu$s) and a multi-pulse transmission, in addition to the single-to-double-pulse sequence (Greenwald et al., 1978), was added. In spite of years of operation, the assessment work on the performance of the new system has just begun. STARE/EISCAT comparisons by Koustov et al. (2002) and Uspensky et al. (2003) discovered significant and systematic differences between STARE convection estimates (standard double-pulse mode) and the EISCAT electron flow measurements. Kustov et al. (2002) considered evening sector STARE/EISCAT observations and showed that the Finland STARE velocities were $\sim 2$ times smaller than the EISCAT $E \times B$ drifts along the radar beam. These authors explained the effect by the non-orthogonality of backscatter. Uspensky et al. (2003) hereafter referred to as paper 1, considered morning sector STARE/EISCAT measurements and discovered that there were periods when the Finland radar velocity was actually larger than the EISCAT $E \times B$ electron flow component. These authors argued that besides non-orthogonality of scatter, ion motions at high altitudes can contribute significantly to the observed velocity. It was pointed out that the cosine rule for the velocity can be violated because of the above effect. These two papers are, in some sense, in line with a recent study by Nielsen et al. (2002), who explored older (late 1980s) STARE/EISCAT (ERRIS) observations and demonstrated a more complicated relationship between the STARE l-o-s velocity, the ion-acoustic speed and the matched l-o-s EISCAT electron flow velocity component (“matched” means the EISCAT velocity projected to the STARE line-of-sight).

All three studies provide a basis for further investigations of the relationship between the VHF Doppler velocity and the $E \times B$ plasma drift.

There is a practical aspect to the issue. If the phase velocity of plasma waves at large flow angles is not very close to the convection velocity component, then how reliable are the IAA convection estimates? Paper 1 investigated the question for the morning sector observations and showed that the IAA method still works reasonably well. The authors also found that comparably good convection estimates can be achieved by a simple stereoscopic merging of the corrected l-o-s velocities, if one takes into account the fundamental fact that an auroral radar never “sees” pure orthogonal backscatter. This is applicable to both the Norway and Finland radars which collect echoes on the EISCAT flux tube, although it is well known that pure orthogonality is satisfied at $\sim 100$ km. This new method of convection estimate was termed the off-orthogonal fluid approach (OOFA). The overall performance of the OOFA method for other events has not been assessed yet.

For the evening sector observations of Koustov et al. (2002), the situation seemed more difficult to deal with. In this case, both the Finland and Norway STARE radars were observing mainly outside the FB instability cone (estimates were based on simultaneous EISCAT measurements of the plasma drift and ion-acoustic speed), and both radars had velocities well below the $E \times B$ component. Koustov et al. (2002) showed that the standard stereoscopic technique underestimates convection for the event considered. Convection predictions according to the IAA and OOFA methods were not explored.

The present paper compares STARE Doppler velocities and EISCAT electron drift velocities in the evening sector and evaluates the performance of the IAA and OOFA techniques. The difference from the previous studies is that we use multi-pulse STARE data. First, the efforts are concentrated on the event considered by Koustov et al. (2002), because information on the electron density profiles is available for this event. Analysis of this event also allows one to “calibrate” the OOFA convection estimates against EISCAT measurements and thus, to give information on the STARE velocity depression coefficient in the evening sector suitable for the analysis of other events. The calibration procedure considered in this study is a combination of methods used by Kustov et al. (1990) and in paper 1.

Then, three new evening sector events are considered. For these test events no information on the electron density distribution was used, so that they are representative for an assessment of OOFA performance. We also consider, for a comparison, the morning sector event studied in paper 1.

2 Stereoscopic merging and off-orthogonality approach

As mentioned in the previous section, in the original STARE method, it was assumed that the phase velocity of $\sim 1$-m irregularities along a specific radar beam is the cosine
component of the plasma $V_{E \times B}$ drift (Greenwald et al., 1978). Kustov et al. (1990) and Koustov et al. (2002) noted that the deficiency of this assumption is in adopting pure orthogonality of backscatter. Paper 1 went even further by declaring that the auroral backscatter is always effectively non-orthogonal in a sense that for any radar cell, the auroral echo is collected from various heights, at which a perfect orthogonality exists at only one height. These authors considered finer features in the irregularity velocity variation with height (as compared to the previous study by Kustov et al., 1990) and introduced the OOF A name for such a consideration. The OOF A concept is the main idea that we investigate further in the present study.

Let us quickly recall the main points of the OOF A method. Fundamentally, it is postulated that for the out-of-cone irregularities, the linear fluid theory equation describes properly the irregularity phase velocity $V_{ph}$ (Fejer and Kelley, 1980),

$$V_{ph} = \frac{(V_e + RV_i)}{(1 + R)}.$$  \hspace{1cm} (1)

Here, $R = R_o (\cos^2 \Psi + (\Omega_e^2 / \Omega_i^2) \sin^2 \Psi)$ and $R_o = v_e v_i / \Omega_e \Omega_i$, where $v_{e,i}$ and $\Omega_{e,i}$ are the electron and ion collision frequencies with neutrals and the gyrofrequencies, respectively, $V_{e,i}$ are the electron and ion drift velocities, and $\Psi$ is the off-orthogonal (or aspect) angle. Since a coherent radar measures the component of this velocity, $V_{ph}^{(k)}$, along a specific beam direction, the l-o-s velocity is

$$V_{ph}^{(k)} = (k/|k|) \cdot \frac{(V_e + RV_i)}{(1 + R)}.$$  \hspace{1cm} (1a)

It is assumed that any ionospheric echo is received from a “thick” layer (e.g. ~95–125 km) of irregularities and the contribution from each height is defined by the local electron density and the aspect angle of the waves (Uspensky, 1985). To characterize these effects, the authors of paper 1 proposed to consider the aspect angle, the electron density and the backscatter height as power normalised effective quantities:

$$\Psi_{ef} = \int P(h) \Psi(h) dh / \int P(h) dh,$$  \hspace{1cm} (2)

$$N_{ef} = \left( \int P(h) N^2(h) dh / \int P(h) dh \right)^{1/2},$$  \hspace{1cm} (3)

$$h_{ef} = \int P(h) h dh / \int P(h) dh.$$  \hspace{1cm} (4)

Under specific conditions this should be done for each radar of the pair separately. In these equations, $P(h)$ is the relative backscatter power at the specific height at which the local aspect angle $\Psi(h)$ assumes a certain value, $P(h) \propto \langle \delta N / N \rangle^2 \langle N(h)/N_{max} \rangle^2 \exp(-a^2 \tan^2 \Psi(h))$. The fractional electron density fluctuation amplitude $\langle \delta N / N \rangle^{1/2}$ is assumed to be height-independent (for simplicity) as rocket measurements show, for example as in Pfaff et al. (1984). The parameter $a$ defining the strength of the power attenuation with the aspect angle is assumed to be $a$$\sim$50 (such a value gives the mean power attenuation of $\sim$10 dB/° for the aspect angle interval of 0–3°) that is slightly larger than the one used by Farley et al. (1981) for the equatorial electrojet.

Paper 1 adopted the linear variation of the aspect angle with height, with a mean gradients of 0.075°/km (for the sake of simplicity), although the real Finland and Norway height gradients in the EISCAT flux tube are ~0.07 and ~0.08 °/km, respectively (see paper 1). The height of zero aspect angle was assumed to be 100 km for both radars, although those are ~97 and ~99 km for the Finland and Norway radars, respectively (Koustov et al., 2002). The reason is that inside the radar collected area of ~15×50 km², the height is varied by a few km up and down with the higher altitudes being more effective for a stronger backscatter.

The effective values of $\Psi_{ef}$ and $h_{ef}$ obtained from Eqs. (2) and (4) give estimates for the aspect angle and height needed to solve Eq. (1) quantitatively. One can define the ion contribution in the irregularity phase velocity as the clockwise rotation of the vector $V_{ph}$ with respect to the vector $V_e$ as well as find the ratio of $V_{ph}$ and $V_e$ magnitudes. We stress that the above estimates cannot be only done if the electron density profiles in the backscatter volume (here in the EISCAT flux tube) are known. A fair question is what are the typical values of $\Psi_{ef}$ and $h_{ef}$, and whether those found for one individual event can be used for the analysis of other events. More work is needed to answer this question. Comparisons performed in this study indicate that the estimates obtained for the clockwise azimuth rotation of the irregularity phase velocity vector and the ratio of the irregularity phase velocity to the electron flow velocity (the so-called velocity depression coefficient) are reasonable.
3 12 February 1999 event

We start by considering joint STARE/EISCAT data between 11:00 and 16:00 UT on 12 February 1999, which were partly described by Koustov et al. (2002). We consider comparison at one point, similarly to Nielsen and Schlegel (1985), Koustov et al. (2002) and paper 1. This point is located on flux lines close to the EISCAT spot that corresponds to Finland radar beam 4 (note the recent changes at http://www.geo.fmi.fi/PLASMA/RADAR/STARE), range 870 km and Norway beam 4, range 775 km, shown in Fig. 1. Note that for the area of measurements, MLT \( \sim UT + 2 \). The STARE velocity and power were measured using the single-to-double and multiple pulse pattern with 20-s averaging. The EISCAT UHF radar was run in the standard tri-static mode CP-1K of plasma flow measurements, with the Tromsø antenna being pointed along the local magnetic field line and the Kiruna and Sodankylä receiver beams being oriented toward a common volume at a height of \( \sim 250 \) km. EISCAT provided information on the electric field, electron density and electron and ion temperatures in both E- and F-regions. The altitude resolution of the density and temperature measurements was \( \sim 3.1 \) km below \( \sim 180 \) km and \( \sim 22 \) km above \( \sim 180 \) km, and the time resolution was 1 min. The diameter of the EISCAT beam spot is \( \sim 1 \) km in the E-layer and \( \sim 2.6 \) km in the F-layer, meaning that the E-layer (F-layer) horizontal projection of the EISCAT scattering volume has an area of about 3 orders (2 orders) of magnitude smaller than the collecting areas of the STARE radars. In our presentation we adopted common 4-min averaging for all data, to smooth out noise-like velocity variations known for the event (Koustov et al., 2002).

The afternoon and the early evening of 12 February 1999 were a moderately disturbed period. The positive magnetic perturbations over Scandinavia detected by the IMAGE magnetometers were 100–150 nT, with two 200–250 nT spikes prior to 14:00 UT and, shortly afterwards, around 14:30 UT. Both STARE radars detected backscatter in a broad band of ranges covering the EISCAT spot, stretching all the way to the E-layer radio horizon.

Figure 2 presents the data for the whole period under study. Panel (a) illustrates the echo signal-to-noise ratios (SNRs) in the STARE Finland radar beam 4, green (azimuth of the EISCAT flux tube is \( -28^\circ \)), and the STARE Norway
Fig. 3. The STARE and EISCAT parameters matched to Fig. 2 with three data pairs given in panels (a) and (b) of the azimuth and the velocity, respectively: (1) the STARE MP and DP merged flow azimuth and velocity, thick and thin green line, (2) the EISCAT $V_{E\times B}$ electron flow azimuth and velocity, blue line, and (3) the STARE IAA electron velocity azimuth and velocity, brown line; open black circles are the isothermal ion-acoustic speed in the height interval of 105–111 km according to EISCAT.

radar beam 4, light blue (azimuth 34°), respectively. The Norway SNRs were decreased by $\sim 1.5$ dB to account for the difference in the radar distances to the scattering point (assuming a $R^{-3}$ factor of power attenuation). Though it is not the main interest of this study, below we present a concise description of SNR signatures to describe the condition of STARE measurements.

Both the Norway and Finland SNRs exhibited a similar behaviour. (For known beam azimuth we see from Fig. 3a that the flow angles were of 61–51 and 60–70°, respectively). Due to the larger flow angles, the Finland signal was slightly weaker. The moderate SNR difference can also be a product of the different orientation of the $\sim 15 \times 50$ km$^2$ radar collecting cell. In Fig. 2 the orange line exhibits arbitrary adjusted EISCAT-based effective electron density for the Norway STARE SNRs. We present the electron densities on a logarithmic scale adjusted to the values of SNR, so that if the echo power variations were only a result of electron density changes (SNR$\propto N^2$), one would see a linear relationship; 20 dB SNR roughly corresponds to a density of $\sim 0.5 \times 10^{11}$ m$^{-3}$ for more details see Fig. 5a below). A doubling (halving) of electron density would make a 6-dB positive (negative) change in the SNR scale.

There are two prolonged SNR enhancements centred at 12:00 UT and around 14:15–15:30 UT, when the EISCAT electron flow velocities were around 1000 m/s or more. The overall SNR increase from the first to the second maximum is 10–12 dB. It agrees well with the effective electron density increase by a factor of $\sim 3$. At 11:30–12:40 UT SNRs show 5–8 dB $\sim 15$-min pulsations which were similar in their phase and magnitude to pulsations in the effective electron density. A similar correlation of echo power and effective density was described in paper 1 for the morning case. The correlation is not a surprise; it is expected for very fast plasma flows (Oksman et al., 1986; Nielsen et al., 1988) which certainly was the case.

The SNR’s variations showed some response to the electric field as well. For example, there were three drops in both the Norway and Finland echo power at $\sim 11:15$, 13:00 and 15:30 UT, without concurrent significant changes in the electron density. These periods were characterised by significantly decreased electric field magnitudes, according to EISCAT. (see the EISCAT electron drift magnitude in Fig. 3, panel (b)), and strong decreases in the magnetic field X components on nearby IMAGE magnetometers, for which data are not presented here.
In panels (b) and (c) we show STARE multi-pulse (MP) 1-o-s velocities (thick green and thin light blue lines for the Finland beam 4 and Norway beam 4, respectively). We derived them as the mean phase angle slope, $\tan^{-1} (\text{Im/Re})$, derived from the real and imaginary parts of the ACF as a function of the lag number (Hanuise et al., 1993), as it is done in the SuperDARN data reduction scheme (Greenwald et al., 1995). Heavy dark blue lines are the l-o-s EISCAT convection velocity components along each beam. The black open circles in panels (b) and (c) are the “isothermal” ion-acoustic speed $C_i$ (Farley and Providakes, 1989), as estimated from the EISCAT temperatures $T_e$ and $T_i$ in the height interval of 105–111 km, assuming the electron and ion specific heat ratio of 1. One can see that both Finland and Norway MP velocities are mostly below the ion-acoustic speed in the first half of the time interval and close to it in the second half. The thin green line in panel (b) and thick light-blue line in panel (c) are the Finland and Norway standard double-pulse (DP) velocities. The Finland DP velocity is systematically less in magnitude than the matched Finland MP velocity. In contrast to the Finland data, the Norway DP velocity in panel (c) is reasonably matched to the Norway MP velocity. Thick lines (green in panel (b) and light-blue line in panel (c)) indicate that these are the ones that are used below for the stereoscopic data merging and subsequent OOF A calculations.

The differences between MP and DP velocities and their nature are the subject of a separate study. Here we mention briefly the main features. The Norway DP and MP velocities were close to each other in the evening and morning for the whole set of cases that we considered. The Finland DP and MP velocities were close to each other only in the morning (as in paper 1), and there were significant differences in the evening. For afternoon-evening measurements, the MP velocities were typically larger (by a factor of 1.5–2) than the DP velocities (Fig. 2b, thick and thin green lines, respectively). Overall, the STARE 13-lag autocorrelation functions (ACFs) were noisier for the Norway radar than for the Finland radar; however, for some time intervals they were reasonably good for both systems. The Norway ACFs were good during $\sim 1.5$ h in total, around 12:40, 14:30 and 15:20 UT. For the periods of noisy Norway ACFs, only three lags (1, 3 and 4) could have been used for the MP velocity estimates, because other lags demonstrated very irregular changes from lag to lag. The average Norway MP velocities determined through the phase angle slope of these 3 lags (Hanuise et al., 1993) are presented in panel (c). These simplified velocity estimates agree well with the full ACF-fit velocities for those intervals when the Norway ACFs were good, so that we are confident that the simplified procedure gives a reasonable velocity estimate. Since the Norway DP velocities were very close to the MP velocities and there were some problems in deriving the full MP velocities, we decided to use DP Norway velocities for the convection estimates.

Figure 3a shows the azimuth of plasma flow according to EISCAT (dark blue lines) and to the STARE “stereoscopic” method. The thick green line shows MP data, and the thin green line shows the DP data. One can see the more clockwise orientation of the MP merge velocity with respect to the EISCAT azimuth and the more counterclockwise rotation of the DP merge velocity. Panel (b) shows the behaviour of the EISCAT and STARE MP merged velocities (dark blue and thick green lines, respectively, as well as the STARE merged DP velocity (thin line)). Open black circles are (as earlier) the EISCAT isothermal ion-acoustic speed. Brown lines in panels (a) and (b) show the STARE IAA electron flow prediction by Nielsen and Schlegel (1985) based on the STARE DP velocity data. Though the electron flow velocities are rather large, 1000–2000 m/s, the merged STARE phase velocity (Fig. 3b) as well as the l-o-s Norway phase velocity (Fig. 2c) does not seem to be related to the E-layer plasma temperature. Below we will discuss two features of the data and the IAA predictions that are persistently different before and after $\sim 13:30$ UT.

During the period 11:10–13:30 UT, the Norway STARE MP/DP velocity (Fig. 2c), as well as the Finland STARE DP velocity (Fig. 2b), were mainly smaller than the evening critical threshold of $\sim 300$ m/s for the IAA. The Norway STARE MP/DP velocity was two times smaller than the EISCAT isothermal ion-acoustic speed and roughly two times smaller than the EISCAT l-o-s velocity. The Finland MP velocities were also smaller than the ion-acoustic speed and the EISCAT l-o-s component but the differences were moderate. One can conclude that both radars observed backscatter from out-of-cone irregularities (as was found earlier by Koustov et al., 2002). Smaller STARE velocities in comparison with the l-o-s EISCAT components (particularly for the Norway radar) do not support a recent assertion by Nielsen et al. (2002) that “for large flow angles, the Doppler shifts are equal to the component of the electron drift velocity on the line of sight”. If one merges the MP or DP velocities, the resultant velocities are around the ion-acoustic speed and nearly half the EISCAT electron velocity of 1000–2000 m/s. The IAA velocity, obtained from the DP data, is close to the DP merged velocity. Another feature of the IAA velocity underestimation can be seen later at 13:40–15:30 UT, when Nielsen’s and Schlegel’s $\sim 300$ m/s threshold suggests the existence of in-cone irregularities for the radars. For the second period, mostly between 14:20–15:30 UT, the IAA velocity is reasonably close to the EISCAT measurements (Fig. 3, panel (b)).

The STARE and EISCAT flow azimuth angles showed reasonable mutual agreement in their temporal variations, though a moderate 5–15° clockwise offset of the STARE MP azimuths and 10–0° counterclockwise offset of the STARE DP azimuths are visible (Fig. 3, panel (a)). For the over-threshold velocity the counterclockwise IAA azimuth offset seen at 13:40–15:00 UT is slightly larger than for the plain DP velocity (compare thin green and brown line). The clockwise azimuth offset between the EISCAT velocity and the STARE MP merged velocity vectors is consistent with the idea that the ion velocity contributes to the observed total Doppler velocity, as was found in paper 1.

Figure 3b, as a whole, shows that the magnitude of the electron drift, derived through the IAA method, experiences
significant underestimation compared to the EISCAT electron flow velocity during 60–70% of the time. This happens when the electron flow is close to or less than \( \sim 1000 \) m/s. The IAA magnitudes agree reasonably well with the EISCAT values for the second half of the period. We will address this issue later.

The EISCAT parameters for the entire ionosphere and the electron density distribution in the E-layer with better resolution are shown in Fig. 4. A distinct feature here is the two intervals with quite different E-layer density distributions before and after \( \sim 14:00 \) UT (panel (d)). Before 14:00 UT, the E-layer was unstructured and moderate-to-low in terms of the density magnitude. During this period, a stable westward electron flow of \( \sim 1000 \) m/s (Fig. 3) and positive magnetic perturbations of \( \sim 40–50 \) nT (X-component of the TRO magnetometer, data are not shown here) were observed. An exception is the 10–15 min interval centred at 13:00 UT when the electron velocity quickly dropped down to a few hundred m/s and the STARE backscatter disappeared. For the second time interval, after 14:00 UT, the density was enhanced in the upper part of the E-layer and there were seen short-time variations, perhaps in response to auroral particle precipitation with a variable particle flux and energy. At \( \sim 14:40 \) and \( \sim 15:20 \) UT the TRO magnetic X component shows two short-lived positive spikes overshooting a positive background. The magnetic spikes are well correlated with two STARE power enhancements and a common enhancement of plasma convection (the largest velocities were up to 2000 m/s, Fig. 2a and Fig. 3 b). More details as to how the STARE echoes react on variations of the ionosphere parameters are presented in the discussion.

### 4 OOF Modelling for the 12 February 1999 Event

The EISCAT data for the 12 February 1999 event provide a good opportunity for the assessment and calibration of the OOF predictions of the plasma convection. Here we first attempt to predict temporal variations of the effective parameters for both STARE radars, Eqs. (2)–(4). Our ultimate goal in these calculations is to determine the typical ratio between the EISCAT and STARE velocities \( \left| \mathbf{V}_{ph} \right| / \left| \mathbf{V}_{E \times B} \right| \) and the typical azimuth turn of the irregularity phase velocity vector \( \mathbf{V}_{ph} \) with respect to the electron drift vector \( \mathbf{V}_{E \times B} \).

Figures 5a–c shows the calculated magnitudes of \( N_{eff} \), \( h_{eff} \) and \( \Psi_{eff} \) based on EISCAT electron density profiles between 95 and 125 km. According to Fig. 5c, the effective aspect angle was mainly between 0.7 and 0.9°, reaching maximum values of \( \sim 1.1° \) for a short period of time around
14:30 UT. We stress the fact that the effective aspect angles, as seen by the radar, are not zero, in spite of the perfect orthogonality at the height of 100 km. Still, the magnitudes of $\Psi_{eff}$ indicate whether observations are being performed inside the FB instability cone in aspect angle. The effective backscatter altitude $h_{eff}$ was 110–114 km (see Fig. 5b). The exception was at 12:40–13:50 UT when the E-layer was less dense in its upper part. By comparing Fig. 4 and Figs. 5a–c one can see that the larger effective altitude and aspect angle correspond to a smaller electron density in the bottom E region and increased density in its upper part.

For the modelling, we assume that the backscatter altitude and aspect angle in Eq. (2) varied with time, as shown in Figs. 5b and c. We use the semi-empirical model for ion-neutral collision frequencies of Huuskonen (1989). Electron collision frequencies were computed using the approach by Schlegel (1983).

Panel (d) presents calculations for the turn in the azimuth of $V_{ph}$ with respect to $E \times B$, and panel (e) shows the ratio $|V_{ph}|/|E \times B|$. One can notice a clockwise 2–20° rotation of $V_{ph}$. This rotation is due to the ion motion contribution to the irregularity phase velocity, as prescribed by Eq. (2) and as discussed in paper 1. Apparently, increases in both the backscatter altitude and the aspect angle lead to a larger $V_{ph}$ azimuth rotation.

The velocity ratio $|V_{ph}|/|E \times B|$, which we call the STARE velocity depression coefficient, is around 0.5–0.6, noticeably smaller than 1. The ratio does not change considerably, contrary to variations of other parameters shown in Fig. 4. As mentioned in paper 1, this happens because there is a partial compensation of variations due to $|R|$ in the nominator and denominator of Eq. (1). However, there is a tendency for the $|V_{ph}|/|E \times B|$ ratio to be smaller for the larger effective altitudes and aspect angles.

In Fig. 2a we have already reported the effective electron density seen by the Norway radar (arbitrary adjusted orange line). We should note that the above effective density was adjusted for variations of the flow angle by assuming that $\log (\text{power}) \propto -2 \sin^2(\Theta_N)$, where $\Theta_N$ is the flow angle for the Norway radar (Andre, 1983). A similar effective electron density can be found for the Finland radar when adjusted on variations of $\Theta_F$.

5 OOFA convection estimates for the 12 February 1999 event

Now we attempt to predict the magnitude and the azimuth of $E \times B$ from the l-o-s STARE velocities using the OOFA method. Figures 6a, b show the EISCAT $E \times B$ electron flow azimuth and magnitude (blue lines) and the stereoscopic STARE MP $V_{ph}$ velocity estimates (green lines). We also show here the OOFA-predicted electron flow azimuth and magnitude with grey lines. By comparing the traces, one can conclude that the OOFA predictions correspond to the EISCAT $E \times B$ data reasonably well. Here we again mention the large difference in the EISCAT and STARE collecting areas (see Sect. 3). The latter can be a source of data distinction.

By comparing Fig. 3b and Fig. 6b one can see an important difference between the IAA and OOFA estimates: the IAA method failed to predict moderate and relatively high electron drifts of $\sim 1000$ m/s between 11:30 and 13:30 UT, while the OOFA method predicts them reasonably well. For later times, with the increase of the electron drifts to 1500–2000 m/s, both methods give reasonable estimates. In terms of the $E \times B$ azimuth, OOFA predicts it reasonably well (Fig. 6a, grey line), while IAA predicts it with a $5–15^\circ$ counterclockwise offset with the respect to $V_{E \times B}$ (Fig. 3a, brown line). Dotted grey lines in Figs. 6a, b show the so-called OOFA DP-predicted values, if one applies $h_{eff}$ and $\Psi_{eff}$ to the original STARE DP velocities. These values are similar at the IAA predictions, where both the velocity underestimation and the azimuth offset are easily seen.

Again, as in paper 1, one can see that OOFA gives surprisingly good velocity estimates, but now for the evening event. One can certainly argue that the “agreement” resulted from a careful analysis of the event for which information on the density distribution was employed. To check how “robust” the OOFA model is and whether one can use the OOFA convection estimates directly, without the EISCAT support, we look at other events for which information on the $N(h)$ profiles is intentionally ignored. We consider two cases which
have already been described by using \( N(h) \) profiles but we will ignore this information now. In this way, we can assess the importance of information about \( N(h) \) profiles. We also consider three additional events for which density profiles were never considered. Below we assume the mean STARE/EISCAT velocity ratio \( \frac{|V_{ph}|}{|V_{E}|B} \) of 0.55 and the mean \( V_{ph} \) azimuth offset of 9°, as seen in Figs. 5d, e.

6 **OOFA convection estimates for additional events**

Figure 7 shows the results of non-EISCAT supported OOFA predictions for four evening events and for one morning event for which independent EISCAT convection data in CP-1K mode were used for comparison. Although evening and morning events of 12 February 1999 were considered above and earlier in paper 1, we included them in the analysis, to evaluate the OOFA predictions with the simpler approach taken in this section, where we ignore \( N(h) \) data. We did not use electron density data intentionally for these events, contrary to the more sophisticated approach given above and in paper 1.

In all five narrow panels for the flow azimuth, one can see that the STARE MP merge azimuth, green line, is shifted from just several degrees to \( \sim 15° \) clockwise with respect to the EISCAT azimuth, blue line. Contrary to this, the OOFA (grey line) predicts the azimuth better and reasonably well. It is interesting that for the case of 12 February evening event (RHS bottom panels), the OOFA model with fixed azimuth offset (considered in the present section) predicts the electron flow azimuth better than the more detailed approach of Fig. 6a. We believe this occurs because the EISCAT \( N(h) \) profiles cannot characterize properly the mean electron densities inside the STARE scattering volume, which is \( \sim 3 \) orders of magnitude larger than the EISCAT volume of measurements.

In the five large panels of Fig. 7, the EISCAT and STARE velocity magnitudes are compared (shown by blue and green lines, respectively). The grey line represents the OOFA predicted (with fixed azimuth offset model) electron flow magnitude. A reasonable agreement can be found for all events. Importantly, the flow strength was moderate and strong, thus covering the most difficult conditions for predictions. Also, the events were for different seasons.

7 **Discussions**

In this study we focused on joint STARE-EISCAT observations in the afternoon and early evening sector.
7.1 Where was the area of STARE-EISCAT measurements?

The four evening cases (considered in Fig. 7) corresponded to observations at moderately disturbed conditions within a wide band of the afternoon-evening eastward electrojet (westward electron flow). The positive magnetic perturbations in the X-component over Scandinavia (as well as over Tromsø) detected by the IMAGE magnetometers were 150–200 nT. Kp indices were 3 on 8 December, 3+ and 4+ on 12 February, 4+, 3+ and 4− on 16 September, and 4− and 5 on 15 October. No all-sky camera measurements were available for all cases except on 8 December. In the latter case we saw that the EISCAT spot was inside the subauroral diffuse luminosity band, 1–2° poleward of its equatorward edge and the main ionospheric trough.

An inspection of data collected by the Finland radar shows that all considered cases started near the time of the so-called F-region dusk scatter events (DUSE) first described by Ruohoniemi et al. (1988) and studied in more detail by Hosokawa et al. (2002). The EISCAT $E \times B$ drifts of 500–600 m/s and the appearance of intense 1-m irregularities seen by the STARE radars indicate the significance of the ambient poleward electric field in the generation of DUSE. We should note that a quick increase in the poleward-oriented E-field and the excitation of field-aligned irregularities can actually start even earlier, near the local noon, as on 16 September event.

In all our cases, we believe that after crossing the dusk-side end of the mid-latitude trough (Hosokawa et al., 2002) the EISCAT spot entered the subauroral diffuse luminosity belt and stayed there most of the observational time. This conclusion can be supported by the data presented in Fig. 4 of Hosokawa et al. (2002). For both their events A and B, the DUSE was followed by a narrow echo band located ~2° equatorward of the EISCAT spot. A similar pattern of echo occurrence can be found in Uspensky et al. (2001), see their Fig. 3. These narrow echo bands are the E-region HF backscatter marking the equatorward edge of the diffuse luminosity belt produced by proton precipitations (Uspensky et al., 2001; Jayachandran et al., 2002). Incoherent scatter data show that the equatorward edge of the diffuse luminosity belt in the afternoon-evening is located roughly under the main ionospheric trough (e.g. Weber et al., 1985). We should say that although we believe that the EISCAT spot was mainly inside the diffuse luminosity belt, it could have briefly crossed an equatorward edge of the auroral oval. It might have happened during short electrojet intensifications seen by the IMAGE magnetometers at ~14:40 UT on 12 February and ~14:50 UT on 16 September 1999 (data are not shown here).
7.2 STARE-EISCAT comparison

In this study we considered the relationship between the phase velocity of electrojet plasma waves seen by the STARE radars and the electron drift observed by EISCAT. This issue was the subject of a number of previous studies, e.g. Nielsen and Schlegel (1983, 1985), Reinleitner and Nielsen (1985), Kofman and Nielsen (1990), Kustov et al. (1990), Haldoupis and Schlegel (1990), Kustov and Haldoupis (1992), Haldoupis et al. (1993), Chen et al. (1995), Nielsen et al. (2002), Koustov et al. (2002) and Uspensky et al. (2003), (paper 1). Observations from two different directions with respect to the electron flow were distinguished in these studies. For large flow angles it was assumed by most researchers that the observed STARE velocity is the cosine component of the $E \times B$ electron drift (Nielsen and Schlegel, 1983, 1985; Nielsen et al., 2002). However, some previous studies indicated violation of this rule (e.g. Kustov, 1990, and paper 1).

For observations along the electron flow, the basic assumption was that the cosine rule is not valid and the l-o-s velocity is “saturated” around the local ion-acoustic speed (e.g. Nielsen and Schlegel, 1983; 1985). As a result, the standard merged STARE data reduction scheme brings errors in the STARE flow angles down to a few tens of degrees (Robinson, 1993). Similar 5–10° jumps in the STARE IAA flow azimuth can be seen in Fig. 3a, 13:40–15:30 UT (thin brown line), when the Norway radar detects $>\sim 300$ m/s phase velocities. In contrast to IAA, OOFA does not modify the cosine rule and the standard merging does not imply additional errors.

In spite of the generally accepted opinion that the irregularity phase velocity of electrojet irregularities along the electron flow is limited to the ion-acoustic speed (e.g. Chen et al., 1995; Robinson, 1986; Robinson and Honary, 1990; see references therein), the issue is not as simple as it sounds (Janhunen, 1994; Oppenheim et al., 1996, Foster, 2002). Haldoupis and Schlegel (1990) studied the relationship between the STARE l-o-s velocity inside the FB instability cone and the ion-acoustic speed $C_s$ obtained from concurrent EISCAT measurements. They indicated that there is no clear trend in the $V_{ph}$ and $C_s$ relationship, although they pointed out that the phase velocity is often limited to values in the vicinity of $C_s$. In the westward electrojet they found the mean $V_{ph}$ to be about 30–40% larger than $C_s$, in the eastward electrojet about 20% smaller than $C_s$ (see their Fig. 8). To use their conclusions one has to note that the authors cut off all points where velocities were less than 280 m/s. (If we make a plot of $V_{ph}$ versus $C_s$ for our data in Fig. 2, where electron velocities are equal to or greater than $C_s$, we obtain quite a few points for which $V_{ph}$ is even half the value of $C_s$). Haldoupis et al. (1993) found that the merged irregularity phase velocity during electron heating usually increased, but in one strong heating event, the irregularity speed remained almost independent of the very large electron temperatures. Opposite examples with the phase velocity enhancements without any heating are also common in their data.

In this study (also in paper 1) we presented the data that support the OOFA approach. The evidence is the estimates of the STARE velocity reduction (due to signal reception from all electrojet heights) as compared to the $E \times B$ electron flow component. For typical values of reduction, 0.55, one can easily see that both the Finland and Norway velocities match the EISCAT components quite well for most of the time, Fig. 2. As a result, the implication of the performed OOFA analysis (where we intentionally ignored EISCAT $N(h)$ data) is that one can make a quick correction of the STARE MP velocity estimates to obtain plasma convection even without the EISCAT support. It can be done by simply increasing the l-o-s velocities by a factor of 1.8 and by making about a 10° anti-clockwise rotation of the velocity obtained from a simple merging of the MP l-o-s velocities. The coefficient of 1.8 is somewhat larger than previously recommended by Kustov et al. (1989) (1.4). We believe that if the correctness of the depression coefficient reflects the change in the pulse sequencing in the STARE radars introduced in 1997. We should also warn that the above correction is applicable to the EISCAT spot crossing. Since aspect angles change across the STARE field of view, correction coefficients at other points need to be worked out.

Despite the reasonable agreement between the evening STARE phase velocities in the OOFA reduction scheme and the EISCAT electron flow velocities in different observational conditions, we are left with the impression that there still exist other linear and nonlinear effects that cannot be covered and/or explained by OOFA and are open for further study.

7.3 Double-pulse velocities

We confirmed in this study that the DP technique that is currently in use in the STARE routine data handling typically underestimates the phase velocity of echoes that are measured by the MP technique. Similar effects were discussed earlier by Schlegel et al. (1986), Schlegel and Thomas (1988) and Whitehead (1988). The effect seems to be pronounced in the afternoon-evening sector when the Finland radar observes at large flow angles. In contrast, the Finland radar did not observe the DP velocity underestimates in the morning (for the same day) when the flow angles were 75–80° (these data were used in paper 1).

We believe that there are two factors that contribute to the observed DP and MP velocity differences: The plasma physical properties of large aspect and flow angle waves, as hypothesized by Koustov et al. (2002) as well as in paper 1, and the specifics of the radar operation method. Indeed, in the DP scheme, the range ambiguity allows for an auroral clutter reception, which is only 30 km farther and 30 km closer than the radar target bin. This is a result of the 200–$$\mu$$s DP separation. The ideal case with no clutter influence is when there is no correlation between the clutter and target pulses inside the 20-s integration time. Perhaps this condition is too difficult to satisfy for some specific cases. One may wonder why the velocity underestimation is stronger for the evening sector...
observations. We believe the reason is that evening echoes are more diffuse and homogenous in their nature, so that the spatial coherence of echoes from spatially different areas is more significant in the evening than in the morning. Morning echoes are well known to be often discrete and patchy. These echo features are well described in early publications on auroral radar backscatter (e.g. by Unwin (1966)). Another feature is the behaviour of the echo spectral width and asymmetry (Haldoupis et al., 1984; Schlegel et al., 1986). Our hypothesis can be checked by looking at the double-pulse and multi-pulse STARE measurements. This work is currently under way and preliminary data show that the double-pulse velocities in the afternoon-evening are systematically smaller than the multi-pulse ACF-fit velocities. A more detailed analysis will be the subject of a forthcoming paper.

By means of the MP technique we also found that the STARE MP merge flow azimuth was shifted systematically clockwise by 5–15° with respect to the EISCAT electron drift (see Figs. 6 and 7). This effect is less pronounced or even absent if one uses the STARE DP velocities (Fig. 3a). However, moderate azimuth clockwise offsets can be recognized in the STARE/EISCAT data of Nielsen and Schlegel (1985) for the electron drifts of more than 500 m/s (see their Fig. 4). A similar tendency can be seen in the data of the recent paper by Nielsen et al. (2002) (their Fig. 5). This feature can be explained by the ion velocity contribution to the irregularity phase velocity, as first discussed by Uspensky et al. (2003), (paper 1). The ion velocity contribution can also be seen in the present case after ~14:00 UT and around ~15:00 UT when the Finland MP velocity (Fig. 2b) is close or slightly higher than its EISCAT plasma flow component. Note that this happens when the EISCAT electron flow differs only 10–15° from the normal to the Finland antenna beam 4, just as it was predicted in paper 1.

7.4 Low velocities

We should note that according to Nielsen et al. (2002) “for large flow angles the Doppler shifts are equal to the component of the electron flow velocity on the line of sight”. (A similar conclusion was made by Nielsen and Schlegel, 1983; 1985; Kofman and Nielsen, 1990). We feel that this is an overstatement of the actually presented data, at least for some periods. For example, between 11:20–13:40 UT in our Fig. 2, the Norway STARE velocity was ~250 m/s, roughly two times smaller than both the \( \mathbf{E} \times \mathbf{B} \) electron flow component and the 105–111 km isothermal ion-acoustic speed. The Norway STARE flow angle during this time was ~60° so that observations were performed outside the instability cone. Such data, on the other hand, can be explained by the OOFA model, since it predicts \( V_{ph}/|V_{E \times B}| \) ratios to be somewhere between 0.45–0.65 (see, e.g. Fig. 5e).

The OOFA method of STARE convection estimates is based on the quantitative two-fluid description of the irregularity velocity. However, it does not invalidate the IAA method; our analysis showed a reasonable performance of IAA most of the time when the phase velocities were in-

creased. For certain periods, the OOFA method was superior over IAA, but certainly more work is needed to assess why and when this happens. As far as the IAA scheme is concerned, we see some internal problems within it. For the event considered, the IAA model proposed to use a critical value (threshold for the irregularity excitation) slightly less than 300 m/s; however, such a value seems to be too small when compared to the actual EISCAT ion-acoustic velocities of up to 500–600 m/s. If one assumes larger thresholds, the IAA predictions worsen.

Nielsen and Schlegel (1985) and also recently, Nielsen et al. (2002) noted the existence of low 1-o-s velocities, which they explained as the non-two-stream waves, or recently, as a result of the DP method of measurements (Nielsen et al., 2002). The low velocities are poorly handled by the IAA scheme while there is no problem within the OOFA scheme.

7.5 The errors of OOFA predictions

It is important to establish how accurate the OOFA electron flow predictions are on a more significant database. This work is in our plans. It is desirable to encompass a variety of electric field magnitudes and directions. Of special interest is the situation when the electric field is near the threshold for the FB plasma instability because the empirical IAA recipes are slightly different for westward and eastward electrojets while the physics involved is the same.

With the data analyzed so far, natural explanation for the discovered EISCAT and STARE inconsistencies can be the very different spatial resolutions of the instruments whose collecting areas are 2–3 orders of magnitude different. One can appreciate the importance of this factor by comparing OOFA predictions for the case of utilization of the electron density information, Fig. 6, and for the case of ignoring it, Fig. 7, right-hand side, bottom panels. One can see better OOFA azimuth predictions in Fig. 7 and the difference between velocity magnitudes, particularly around ~14:00 UT. Similar OOFA predictions for the morning case show a negligible difference (see middle bottom panels in Fig. 7 and paper 1, their Fig. 7). An example of a local effect in EISCAT data can be seen, perhaps, at ~15:35 UT. The EISCAT detected the short convection enhancement which was nearly simultaneous with a drop in STARE SNRs but was not detected in the magnetometer and electron density data (see Fig. 2, panels (c) and (a), respectively; magnetometer data are not shown).

Comparison of Fig. 6 and the EISCAT data, Fig. 4, panel (c), shows a tendency for a weak velocity overestimation at ~14:30 and 14:55 UT within two intervals, with increased electron drifts and increased ion temperatures. (The increased ion temperature at ~13:55 UT does not create a velocity overestimation). Similar weak tendency of a velocity overestimation can be seen at ~17:00 UT on 8 December, at ~14:10 UT on 16 September, and ~13:30 and ~15:20 UT on 15 October 1999 (the temperature data not shown here). It seems this is in accordance with the expectation that a stronger electron flow stimulates more turbulent conditions
with stronger nonlinear effects and enhanced electron collisions. Then the weak velocity overestimation could result from our assumption of electric field independent collision frequencies.

One more factor of OOFA velocity overestimation can be the underestimation of the backscatter anisotropy factor \( a \) (\( \sim 50 \)) used in modelling. The choice of \( a \) was based on the experimental data for the aspect sensitivity of echoes, 10 dB/\( ^\circ \) (Chesnut, 1968). Measurements with better antenna resolution (e.g. Foster et al., 1992) indicate that the aspect sensitivity can be stronger at \( \sim 15 \text{ dB/}^\circ \). This would lead to the factor \( a \sim 60^\circ \).

8 Conclusions

The main conclusions of the present study can be summarized as follows:

1. We showed that the double-pulse technique that is currently in use in the STARE routine data handling typically underestimates the true phase velocity as measured by the multi-pulse technique. The effect seems to be more pronounced for the Finland radar observations at large flow angles, especially in the afternoon and evening. It seems that a future data reduction scheme should include both MP and DP data sets.

2. We demonstrated that stereoscopic merging of Finland and Norway MP velocities still gives convection underestimation. It was found that the clockwise \( \sim 10^\circ \) azimuth offset of the STARE flow velocity vector with respect to the EISCAT electron flow vector is seen well in the afternoon and evening, in agreement with the conclusions of paper 1, where the effect was reported for the morning observations.

3. The considered OOFA concept of STARE echo formation suggests that the difference between the STARE MP line-of-sight velocities and EISCAT electron drifts along STARE beams, especially evident for fast electron flows, can be, to a large extent, a product of a moderate, effective backscatter off-orthogonality. The reason is that for any radar cell, the auroral echoes are collected from various heights with perfect orthogonality at only one of them. Echo components coming from above and below the height with perfect orthogonality are received at non-zero aspect angles (up to \( 1–1.5^\circ \)), and their velocity is slower than the \( E \times B \) plasma drift component.

4. The effective aspect angle and the effective backscatter altitude combined with the plasma fluid equation for the irregularity velocity allow one to predict, with reasonable accuracy, the electron flow velocity (as measured by EISCAT) in the afternoon and evening for moderate and enhanced velocity magnitudes, as demonstrated for five different events (22 h in total).

5. The OOFA-based scheme of STARE electron flow predictions involves only two correcting factors, the azimuth offset (\( \sim 10^\circ \)) and the line-of-sight velocity enhancement coefficient (a factor of \( \sim 1.8 \)). When OOFA is applied, STARE predictions of the flow direction are improved as compared to simple MP velocity merging.

6. We compared the OOFA and IAA convection predictions for one event and found the OOFA predictions to be superior for moderate electron flows and of comparable quality for fast electron flows.
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